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Abstract

We study a ring structure on a two-dimensional electron gas with both Rashba and
Dresselhaus spin-orbit interaction in an external magnetic field. The competition be-
tween the two kinds of SOI leads to a deformation of the charge and spin densities
around the ring. After examining the one-electron eigenstates we investigate Coulomb
effects. We use two different ring models: a continuous model with analytical single
particle states (Tan-Inkson) and a discrete model (tight-binding) which is more con-
venient for many-body calculations. We show that for more than two electrons the
deformation of the charge density is smeared out by the Coulomb interaction, whilst
the deformation of the spin density is amplified.
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Notation
Unless otherwise stated, the following conventions shall be followed throughout this
paper:

SOI spin-orbit interaction

θ angular coordinate

r radial coordinate

ρ adimensional radius

φ wavefunctions corresponding to basis (pure) states

ψ one-electron eigenfunctions

m quantum number corresponding to angular momentum

m∗ electron effective mass

m0 free electron mass

α Rashba SOI constant

β Dresselhaus SOI constant

χ Radial wavefunctions

∂qi short form of ∂
∂qi

← assignment operator

K Coulomb constant of material, as in V (r) = Ke2/r
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Chapter 1

Introduction

1.1 Spintronics
Spintronics seeks to create devices where the spin degree of freedom is used alongside,
or instead of, charge currents. These devices could have a large variety of applications,
including information encoding, transmission, processing, etc. It is predicted that such
devices would have lower power consumption, shorter switching times and more stable
states [2, 3]. A stable system that is a superposition of two orthogonal states is essen-
tial to quantum computing: therefore spintronic devices are hoped to become efficient
implementations of qubits.

The first such proposal was made by Datta and Das in 1990 [4]. They introduced
the concept of using spin in processing information, proposing an ‘Electric analog of
the electro-optic modulator’. This device would polarize an electron beam much like
electro-optic modulators polarize a photon beam (ray of light). Today such a device
is known as a Spin-Field Effect Transistor and its experimental realization at room
temperature was groundbreaking news recently [5], about 20 years after the Datta and
Das paper.

There are two main ways of creating and changing spin polarisation: via magnetic
fields of AC currents, i.e. Zeeman interaction [6], or via electric fields and spin-orbit
interaction. In general, electric manipulation of spin polarization is to be preferred to
magnetic manipulation for various reasons (e.g. compatibility with existing electronic
devices) [2]. In modern literature spin-orbit coupling is considered more important
than the Zeeman effect in spintronics. We will now proceed to give a short description
of SOI.
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1.2 Spin-orbit interaction
In the single particle Hamiltonian, SOI is represented by a term proportional with spin
and momentum. It is caused by an electric field and the magnetic component of its
Lorentz transform. Its simplest case is the so-called Pauli SOI for core electrons: in
this case the electric field close to the nucleus is strong enough so that its effects are
significant even at non-relativistic momenta. The strength of the Pauli SOI is referred
to as spin-orbit splitting ∆SO. In some semiconductors the spin-orbit splitting gap is of
similar amplitude to the band gap. In these materials the strength of spin-orbit coupling
is enhanced and will have significant effects also in the conduction band.

Rashba first introduced the SO coupling named today after him in 1955 [7]. This
kind of SOI is caused by the structure inversion assymetry of a 2DEG system. It has the
following Hamiltonian: HR = α

~ (σxpy − σypx) The coupling strength α is directly
tunable by an external electric field created by gates or electrodes. Table 1.2 [1] reveals
clearly that the Rashba constant strongly depends on the experimental set-up.

Dresselhaus introduced another kind of SO coupling which exists in zinc blende
structures and is caused by structure inversion assymetry [8]. The zinc blende structure
is geometrical identical to the diamond structure, but because alternative atoms are dif-
ferent (as opposed to the diamond structure), the inversion symmetry is broken. In the
original paper the interaction was deduced via group theoretical arguments, but a more
modern approach is to use the k · p method, as described by e.g. [9]. Table 1.1 [1]
gives some values of β. Note that in the cases with the highest coupling constants the
band gap Eg is comparable to, or even smaller than, the SO splitting ∆SO. The Dres-
selhaus SOI in a 2D system has the following Hamiltonian: HD = β

~ (σxpx − σypy)
The coupling strength in a 2D case has the formula β =

(
π
d

)2
β3D where β3D is the

bulk Dresselhaus constant and d is the thickness. The thickness is important because it
determines the normal momentum kz as per the uncertainty principle.

1.3 Quantum rings and spin-orbit coupling
Quantum rings have often been suggested as spintronic devices, particularly as po-
tential implementations of qubits. Compared to quantum dots they promise less spin
relaxation and thus more stable quantum bits [10].

Spin-orbit coupling in a ring structure has been extensively studied in recent years
[11–16].

Ref [17] established the correct 1D Hamiltonian for Rashba SOI, different from
some earlier literature. They noted that earlier works had clearly erred since the emerg-
ing Hamiltonian was non-Hermitian.
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Table 1.1: SO splitting, band gap, effective mass and Dresselhaus SOI strength of
various semiconductors [1]

Material ∆SO (eV) Eg (eV) m∗(m0) β3D (meV Å3)
AlAs 0.28 3.1 0.15 11.55
AlP 0.07 3.63 0.22 2.11
AlSb 0.67 2.39 0.14 41.50
GaAs 0.34 1.51 0.067 24.45
GaP 0.08 2.88 0.13 −2.42
GaSb 0.76 0.81 0.039 178.51
InAs 0.38 0.41 0.026 48.63
InP 0.11 1.42 0.08 −10.34
InSb 0.81 0.24 0.014 473.61

Table 1.2: Rashba SOI strength of various 2DEG setups [1]
Material α (meV Å)

AlSb/InAs/AlSb 60
AlSb/InAs/AlSb 0
AlSb/InAs/AlSb 0

AlGaSb/InAs/AlSb 120− 280
InAlAs/InGaAs/InAlAs 40
InAlAs/InGaAs/InAlAs 63− 93
InAlAs/InGaAs/InAlAs 50− 100
InGaAs/InAs/InAlAs 60− 110
InGaAs/InAs/InAlAs 200− 400
InGaAs/InP/InGaAs 63− 153

Si/SiGe QW 0.03− 0.12
SiO2/InAs 100− 300
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Refs [12] and [16] use 1D rings with non-interacting electrons and Rashba inter-
action and continued to investigate transport properties. Note that this is the only case
where analytical solutions are still retained. 2D rings, or 1D rings with both kinds of
SOI together can only be solved numerically. Ref [14] also uses the Dresselhaus inter-
action, in both 1D and 2D systems; they note that the in the case of both Rashba and
Dresselhaus SOI, an effective periodic potential exists that breaks angular symmetry
and that creates localization. Refs [11] and [13] both introduce Coulomb interaction in
this picture; however, they only deal with exactly two electrons.

Original research

Our research aims to go slightly further: to include Coulomb interaction with more than
two electrons. Our method, exact diagonalization, makes it possible to treat a larger
number of electrons, and the limit to this number is only determined by computational
time. We will have N = 2, 3, or 4 in this paper. We have had some trials with the
discrete model with N as high as 6.

The basic system will be a InAs ring with radius of r = 100nm. We used standard
values for material parameters: Landé g-factor g∗ = −14.9, effective mass m∗ =
0.023m0 and SOI strengths α = 50 meVnm, β = 30 meVnm.

The one-electron Hamiltonian of our system looks like:

H(r) = HO +HSO +HZ + V (r) (1.1)

HO being the orbital (cinetic) term, HSO is the spin-orbit interaction, HZ is the Zee-
man term and V (r) is a scalar potential. The magnetic field is included in the orbital
term. In the case of the continuous model, there are analytical eigenstates for HO.

Outline

The remainder of this article is organized as follows. Section 2 will describe the dis-
crete model and results obtained by it. Section 3 describes the Tan-Inskon basis and its
results. Section 4 will summarize our findings. Various mathematical details will be
given in the appendix.

The original results have been published in arXiv:1106.3697v1 and in the proceed-
ings of the workshop OptoTrans2011, held in February 2011 in Berlin, at the Weier-
strass Institute for Applied Analysis and Stochastics (WIAS).
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Chapter 2

Discrete model

2.1 Model description
The discrete model contains a certain number of sites situated on a number of concen-
tric circles. Each basis state is a discrete delta function1 centered on a particular site.
This is usually referred to as the basis of position eigenvectors.

2.1.1 Scaling
Before the presentation of our results, it is important to talk about units of various
quantities. If we assume m∗ = 0.023m0, Rext = 100 nm we get tR = 0.1657 meV
and α0 = 16.57 meVnm. The magnetic field unit is B0 = 32.9 mT. Throughout this
thesis, the adimensional magnetic field has the notation b = B

B0
.

1a function that has value 1 at that site and 0 everywhere else.

Table 2.1: units of physical quantities
Physical quantity unit note
length Rext radius
energy ~2

2m∗R2
ext

natural energy unit tRext

SOI constant ~2

2m∗Rext
tRext ·Rext

magnetic field m∗tRext

~e cyclotron energy
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2.2 One-electron states

2.2.1 One dimensional case
Making the model one-dimensional comes naturally. We took 1 circle made up of 300
sites. Fig 2.1 shows the energy spectrum vs magnetic field for a system without any
Coulomb or SOI effects. However, the Zeeman effect is included. As it is clearly
visible, the spectrum is made up of intertwining parabolas, as expected.

The form of the SO Hamiltonian in the 1D case is not trivial to deduce from the
equations in A.3. [17] pointed out that earlier papers used a simple method (simply
neglecting all terms depending of ∂r) to get a Hamiltonian but one that turned out
to be non-Hermitian. Meijer et al deduced the proper Hamiltonian using a rigorous
approach: they assumed a Gaussian ring potential and at the end of their calculations
it was taken to be infinitely steep. Their approach focused on the Rashba SOI but it is
thereafter trivial to include the Dresselhaus term as well. This was done, for example,
in Ref [14], using the units from table 2.1.1:

H =

[
−i ∂
∂θ

+ b+
α

2
σr −

β

2
σ∗
θ

]2
− α2 + β

2

4
+
αβ

2
sin 2θ +

1

2
gbσz (2.1)

Fig 2.2 shows the energy spectrum of the system with only one type of SOI present.
The energies are slightly lower than the ones without SOI. This is an effect that is gen-
erally true in all systems with SOI. There is no obvious difference between the Rashba
and Dresselhaus interactions. In fact, it is an analytical result that the energy spec-
trum for (α, β, g∗) is the same as a system with (β, α,−g∗) [14]. There is a certain
phase difference between the parabolas. However, if we look at the spin polarization
projected on the x-y plane, there is a very clear difference. Fig 2.3 shows the spin
polarization of the ground state in each case. In the case of Rashba SOI, the spin is
simply radially oriented. In the case of Dresselhaus SOI, there is a more complicated
orientation. It is observable that in the case of Rashba interaction, there is a spin pre-
cession that has the same angular velocity to the motion of the electron, while in the
case of Dresselhaus interaction, the spin precession still has the same angular velocity,
but it is in the opposite direction. This is not surprising, and it has been discussed in
works such as [1, 9].

The spin polarization of the ring is also affected by spin-orbit coupling. Without
SOI, states change abruptly in sz . If SOI is present, changes in spin polarization occur
more softly, because the Hamiltonian now is not diagonal in spin. This difference is
illustrated in Fig 2.6. If there is no SOI then at a sufficiently large magnetic field all
of the first four states are aligned with the magnetic field due to the Zeeman effect, but
the SOI makes this transition more complicated.
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Figure 2.1: Energy spectrum for unperturbed 1D system
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Figure 2.2: Energy spectrum for 1D system when only one type of SOI is present
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Figure 2.3: Spin orientations projected on the x-y plane along the ring in the case of
each SOI

There are two interesting effects in the case when both forms of SOI are present.
Fig 2.7 shows charge density along the ring. There are two clear maxima of it: at π

4
and 5π

4 . It is worth noting that these two maxima occur at the positions where the
eigenspinors of the two individual cases are parallel (viz Fig 2.3). The other effect
manifests itself in the energy spectrum. (Fig. 2.4).

In the case of both kinds of SOI, the Hamiltonian conserves a special kind of parity
[13]. This parity of a quantum state in this case is defined as follows:

p(ψ) =

 odd, if σψ(−r) = ψ(r) ∀r, σ
even, if σψ(−r) = −ψ(r) ∀r, σ

undefined otherwise
(2.2)

The above property did indeed hold for our numerical results. Moreover, Nowak
and Szafran [13] observed that states with like parity repel each other in thisB-dependent
spectrum. They refer to [15] but they do not point out clearly how avoided crossings in
the dispersion graphs E(k) relate to, or lead to those in the energy spectrum E(B).
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Figure 2.4: Energy spectrum for 1D system when both types of SOI are present
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2.2.2 Two dimensional case
The sample consists of 10 concentric circles with the ratio between radii Rint =
0.8Rext with 50 sites each. Fig 2.8 shows their alignment.

The energy spectrum and spin polarization will be similar to the 1D case. However,
in the 2D case there is a net diamagnetic effect, i.e. a parabolic rise in energy. At very
large magnetic fields electrons would have a rotation with a very small radius because
of the strong Lorentz force, this rotation would be nearly independent of the actual ring
radius. It is clear that the discrete ring model is not suitable for this domain, since there
are insufficient sites to cater to such motion. This is one area where the continuous
model is superior to the discrete.

In Nowak and Szafran’s paper they observed that in the special case α = β; g = 0
the gaps caused by avoided crossings close as every state is parity-degenarate. Again,
their reasoning seems inadequate to prove that the self-avoiding disappears altogether.
Nevertheless, in the discrete case we have successfully confirmed this to a certain de-
gree. Fig 2.5 shows how the gaps almost completely close. There is always a slight
error due to the diamagnetic effect so it seems reasonable to conclude that they would
indeed close with perfect calculations. However, this prediction is not particularly im-
portant seeing as there is no practical way of setting g = 0, as opposed to α and β,
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which both may be tuned on a reasonably wide range.

2.3 Interacting states

2.3.1 Exact diagonalization
The many-body Hamiltonian of a system of electrons is, in general:

H =

Ne∑
i

p2i
2m0

+
1

2

Ne∑
i ̸=j

Ke2

|ri − ri|
(2.3)

To solve this equation (or the one which includes the SOI), we need a many-body ba-
sis. The complete procedure consists of first calculating some one-electron eigenstates
(which we have done in the previous section) and then taking the first Ns states. We
then assume that electrons can occupy only one of these first states. The many-body
basis states are then bitstrings of Ns bits, out of which exactly Ne are ones. The many-
body matrix will have a dimension of Nmb =

(
Ns

Ne

)
. Ne is the number of electrons in

our system, which in our calculations is a well-defined number. Ns should be a number
that is at least a few times larger than Ne. The minimum Ns for which our results are
reliable needs to be determined empirically. In our case, we used Ne = 2 : Ns =
8, Nmb = 56; Ne = 3 : Ns = 10, Nmb = 120Ne = 4 : Ns = 12, Nmb = 495.

{µ} =
{
| iµ1 , i

µ
2 , . . . , i

µ
Ns

⟩
,
∑

iµ = Ne

}
(2.4)

The matrix elements of the many-body Hamiltonian are (µ and ν being indexes of
bitstrings):

⟨µ | H | ν⟩ =
∑
a

Eai
ν
aδµν +

1

2

∑
a,b,c,d

Vabcd
⟨
µ | c+a c+b cdcc | ν

⟩
(2.5)

c are fermionic annihilation operators and c+ creation operators. I will proceed to give
a short description of how they act on these bitstrings, based largely on [18]. Let us
consider a many-body state |µ⟩ = |iµ1 , i

µ
2 , . . .⟩ and an annihilation operator ca. Then

ca |µ⟩ =
{

(−1)sa
∣∣. . . , iµa−1, 0, i

µ
a+1, . . .

⟩
iµa = 1

0 iµa = 0
(2.6)

c+a |µ⟩ =
{

0 iµa = 1
(−1)sa

∣∣. . . , iµa−1, 1, i
µ
a+1, . . .

⟩
iµa = 0

(2.7)
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Here sa =
∑j<a

j iµj , i.e. a number that shows the number of occupied states that are
lower than a. From these we can conclude that

cacb |µ⟩ =

 (−1)sµa+sµb |µ(iµa ← 0, iµb ← 0)⟩ iµa = iµb = 1, a < b

(−1)sµa+sµb −1 |µ(iµa ← 0, iµb ← 0)⟩ iµa = iµb = 1, a > b
0 otherwise

(2.8)

Note that cbca |µ⟩ = −cacb |µ⟩
The elements Vabcd are Coulomb terms, obtained in general as:

Vabcd =

∫
ψ∗
a(r)ψ

∗
b (r

′)
Ke2

|r− r′|
ψc(r)ψd(r

′) dr dr′ (2.9)

Bearing in mind that ψa(r) =
∑

i ciaφi(r), ∀awe can rewrite the above equation into:

Vabcd =
∑
i,j,k,l

c∗iac
∗
jbckccldUijkl (2.10)

where

Uijkl =

∫
φ∗
i (r)φ

∗
j (r

′)
Ke2

|r− r′|
φk(r)φl(r

′) dr dr′ (2.11)

In the discrete case the above integral will be transformed into a sum:

Uijkl =

Nsites∑
n1=1

Nsites∑
n2=1

δi,n1δj,n2δikδjl
Ke2

|rn1 − rn2 |
(2.12)

The question of singular terms in the sum is a valid one, but it turns out that in the
continuous limit they go to zero.

The terms
⟨
µ | c+a c+b cdcc | ν

⟩
depend only on the bit-strings and can be expressed

as a scalar product:

⟨µ | c+a c+b = (cbca | µ⟩)† (2.13)⟨
µ | c+a c+b cdcc | ν

⟩
= ⟨µba | νdc⟩ (2.14)

where |µab⟩ = cacb |µ⟩. Keeping in mind that our basis states are orthonormal in the
many-body space, we can write that

⟨µba | νdc⟩ =

 −11
0

(2.15)

It will be 0 whenever the bits are not completely identical and its sign will depend on
the order of the annihilation operators ca, cb, cc, cd.
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Figure 2.9: Energy spectra for 1D case: 2, 3, and 4 electrons, with/without interaction.

2.3.2 Results
In both 1D and 2D cases, the Coulomb interaction does not alter the energy spectrum
in a major way. Fig 2.9 and Fig 2.10 show the spectra for 2, 3, and 4 electrons.

To study the charge density deformation quantitatively, we calculated the standard
deviation of charge density along the sites on the 6-th circle and see how this stan-
dard deviation behaves as the magnetic field changes. The standard deviation behaves
slightly surprisingly when there are exactly two electrons and the Coulomb interaction
is present. The standard deviation increases significantly. For N = 3, 4 the charge
density deviation all but disappears. In the 1D case the deviation decreases even for
N = 2.

The physical explanation for the increased density deviation is not obscure. As-
suming an electron is localized somewhere on a circle, it creates a potential that has
a minimum on the diametrically opposed point. The Coulomb repulsion for the case
N = 2 only makes the valley of the SOI effective potential steeper because the two
potentials both determine valleys at diametrically opposed points.

The net spin polarization along the z axis also changes on account of the Coulomb
interaction. Fig 2.12 compares the cases with and without interaction. It is interesting
to see that the Coulomb interaction enhances the Zeeman effect, i.e. spin polarization
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Figure 2.10: Energy spectra for 2D case: 2, 3, and 4 electrons, with/without interaction

reaches saturation at a smaller magnetic field, especially for the ground state. Fig
2.13 analyzes the standard deviation of spin polarization. This time it is clear that the
Coulomb interaction increases the amplitude of spin deviation.

Collective states

There is an interesting phenomenon that occurs only in the presence of the Coulomb
interaction. If the ring is placed in a uniform electric field and SOI and Coulomb
interaction are both present, there are some unusually large charge deformations in
a few excited states. They might be associated with collective modes also known as
plasma oscillations or plasmons. The electric field is weak and it does not produce any
significant changes in the charge density by itself. These excited states could be named
‘collective’ because they only occur when there is interaction between the electrons.
We have done extensive analysis of these states, but more investigation is needed to
make any quantitative conclusions about this phenomenon.
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Chapter 3

Continuous model

3.1 Model description
Tan and Inkson proposed [19] a new ring potential. Its basic form is given by:

V (r) =
a1
r2

+ a2r
2 − 2

√
a1a2 (3.1)

. This potential has a minimum V = 0 at r0:

r0 = 4

√
a1
a2

(3.2)

. Fig. 3.1 shows the form of the Tan-Inkson potential for a few sets of parameters
a1, a2. In the first and fourth cases r0 = 100 nm, in the second case r0 = 90 nm and
in the third case r0 = 110 nm.

Close to this minimum the potential has a parabolic behavior:

V (r) ≈ 1

2
m∗ω2

0(r − r0)2, (3.3)

where the angular frequency ω0 is given by:

ω0 =

√
8a2
m∗ . (3.4)

It is more convenient to describe the Tan-Inkson potential using the mean radius r0 and
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Figure 3.1: Tan-Inkson potential for four different sets of values of a1, a2

the confinement potential Vconf , given by:

r0 = 4

√
a1
a2
, Vconf = ~ω0 = ~

√
8a2
m∗ (3.5)

They proved that such a potential would give analytical solutions of the Schrödinger
equation. The exact deduction is given in the Appendix.

φnm(ρ, θ) = Anme
imθρMe−

ρ2

4 LM
n (−ρ

2

2
) (3.6)

where

ρ =
r

λ
, M =

√
m2 +

(
m∗

2~
ω0r20

)2

(3.7)

λ is the effective magnetic length, given by:

λ =
√
~m∗ ·

√
1

e2B2 + ω2
0m

∗2 (3.8)
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The normalization constant Anm is:

Anm =
1

λM+1

√
n!

π2M+1Γ(M + n+ 1)
(3.9)

The quantum number n = 0, 1, 2, . . . shows the order of the radial mode and m =
0,±1,±2, . . . gives the angular momentum. The energy spectrum will look like this:

En,m =

n+
1

2

√m2 +

(
m∗

2~
ω0r20

)2

+ 1

 ~ω − m

2
~ωc −

m∗

4
ω2
0r

2
0 (3.10)

Two other frequencies that appeared above: ωc = eB
m∗ is the cyclotron frequency and

ω =
√
ω2
0ω

2
c is the effective cyclotron frequency. The dependence of En,m of n is a

simple linear one, but that of m is not straightforward, see eq. 3.10.
For zero magnetic field and m ≪ m∗

2~ ω0r
2
0 , the dependence is simply parabolic,

but for a larger magnetic field, it has a more complicated form and it is no longer
centered around m = 0. Fig 3.2 shows this, with the following parameters: Econf =
10meV, r0 = 100 nm and for n = 0.

The physical explanation is that states with a positive angular momentum (m > 0)
are slowed down by the magnetic field.

It is also instructive to look at the B-dependence of the energy spectrum (Fig 3.3).
They are intertwined parabolas. Each parabola represents one particular angular mo-
mentum. As the magnetic field increases, the lowest states will have larger angular
momentum. The spectrum is a physical observable and it is not a particular charac-
teristic of the Tan-Inkson model. For example, it looks qualitatively identical to the
discrete case.

3.2 One-electron states

3.2.1 Spin-orbit interaction
The Hamiltonian for both Rashba and Dresselhaus SOI:

HSO =
α

~
(pyσx − pxσy) +

β

~
(pxσx − pyσy) (3.11)

where

px = −i~ ∂

∂x
+ eAx

py = −i~ ∂
∂y

+ eAy
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It is convenient to separate the Hamiltonian to aB-dependent and aB-independent part
HSO = HBSO(B) + H0SO For the B-dependent part (taking the symmetric gauge,
A = B

2 (−y, x, 0)):

HBSO =
αeB

2~
(−yσy − xσx) +

βeB

2~
(−yσx − xσy)

=
αeBr

2~

(
0 − cos θ + i sin θ

− cos θ − i sin θ 0

)
+

+
βeBr

2~

(
0 − sin θ + i cos θ

− sin θ − i cos θ 0

)
=

eBr

2~

(
α

(
0 −e−iθ

−eiθ 0

)
+ β

(
0 −ieiθ

ie−iθ 0

))

σx =

(
0 1
1 0

)
, σy =

(
0 −i
i 0

)
(3.12)

The matrix elements of this Hamiltonian will be:

⟨φa | HBSO | φb⟩ =
Ber

2~

∫
χa(r)χb(r)e

i(mb−ma)θ

(
0 −αe−iθ − iβeiθ
−αeiθ + iβe−iθ 0

)
r2 dr dθ

(3.13)
After calculating the angular integral, we get the following five cases:

⟨φa | HBSO | φb⟩ =


iβIHBSO,ab for (ma −mb) = 1; a ↑, b ↓
−αIHBSO,ab for (ma −mb) = −1; a ↑, b ↓
−αIHBSO,ab for (ma −mb) = 1; a ↓, b ↑
−iβIHBSO,ab for (ma −mb) = −1; a ↓, b ↑

0 otherwise

(3.14)

Where IHBSO,ab =
πeB
~
∫
χa(r)χb(r)r

2 dr.
We need to evaluate also the B-independent Hamiltonian, H0SO:

H0SO =

(
0 (α− iβ)∂x + (−iα+ β)∂y

(−α− iβ)∂x + (−iα− β)∂y 0

)
(3.15)

Using ∂x = cos(θ)∂r − 1
r sin(θ)∂θ, ∂y = sin(θ)∂r + 1

r cos(θ)∂θ and rearranging
terms, we get

H0SO =

(
0 (αe−iθ−iβeiθ)∂r+

1
r (−iαe−iθ+βeiθ)∂θ

(−αeiθ−iβe−iθ)∂r+
1
r (−iαeiθ−βeiθ)∂θ 0

)
(3.16)
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We need the radial and angular partial derivatives of the wavefunctions 1

∂
∂ρ (φn,m(ρ, θ)) = An,me

−ρ2/4ρM

((
2n+M

ρ
− ρ

2

)
LM
n (

ρ2

2
)−

2(n+M)LM
n−1(

ρ2

2 )

ρ

)

= φn,m(ρ)

(
M + 2n

ρ
− ρ

2

)
− An−1,m

An,m
φn−1,m(ρ)

n+M

ρ

∂

∂θ
(φn,m(ρ, θ)) = imφn,m(ρ, θ)

The matrix elements will look like:

⟨φa | H0SO | φb⟩ = 2πλ


iβ (Sab1 − Sab2) for (ma −mb) = 1; a ↑, b ↓
α (Sab1 + Sab2) for (ma −mb) = −1; a ↑, b ↓
α (Sab1 − Sab2) for (ma −mb) = 1; a ↓, b ↑

iβ (−Sab1 − Sab2) for (ma −mb) = −1; a ↓, b ↑
0 otherwise

(3.17)
Where

Sab1 = mb

∫
χa(ρ)χb(ρ) dρ

Sab2 =

∫
χa(ρ)

((
Mb − 2nb −

ρ2

2

)
χb(ρ) + 2(nb +Mb)

Ab

Ab−

χb−(ρ)

)
dρ

b− = (nb − 1,mb); φ−1,m ≡ 0 These integrals Sab1,2 are also numerically evaluated.
Fig 3.4 shows the energy spectrum with the parity of each state identified. It is readily
apparent that states with identical parity avoid each other in thisB-dependent spectrum,
just like it happened in the discrete case.

However, in contrast to the previous section and the Nowak-Szafran paper [13],
the gaps do not tend to vanish in the case α = β, g = 0. States are indeed parity-
degenerate, but they still display self-avoiding.

3.2.2 Fixed impurity
In this section we will consider a Coulomb impurity located at a small distance z0
above the plane of the ring. The matrix elements will look like:

⟨φa | Vimp | φb⟩ =
∫
φ∗
a(r, θ)

Ke2

|r− r0|
φb(r, θ)r dr dθ (3.18)

1For the above equation, the derivative of associate Laguerre polynomials was used [20]: d
dx

(Lα
n(x)) =

nLα
n(x)−(n+α)Lα

n−1(x)

x

31



 18

 20

 22

 24

 26

 28

 30

 32

 34

 36

 0  2  4  6  8  10

E
 [m

eV
]

b

odd
even

Figure 3.4: Energy spectrum and parity of the first 10 states

This double integral is evaluated numerically. Fig 3.5 shows the charge density in the
ring in the case of a negative impurity at coordinates r = r0 = 50nm, z = 1nm, θ = 0
with a Coulomb constant K = 85 meVnm (this corresponds to εr = 16.94). The
deformation is quite intuitive, the charge density is nearly zero at the vicinity of the
impurity. However, because of the effective periodic potential created by the two kinds
of SOI, we see that the maximum density is not centred at the opposite position from
the impurity. Fig 3.6 shows the spin orientation around the ring. It seems like it almost
mirrors the charge distribution, but there is an inclination caused by SOI and there is a
small region around θ = π

2 where the spins are flipped. This effect could be of interest
since we have an electrostatic field enhancing spin polarization. For smaller magnetic
fields we have observed more complicated pictures, for example spin flipping around
the impurity. It is probably possible to induce a spin current with a moving probe
(similar to an STM) above the ring, but we have not done time-dependent simulations.

3.2.3 Periodic potential
As we have seen that for a 1D ring the SOI is equivalent with a θ-periodic potential,
it is interesting to try to find an analogous connection for a 2D ring. We introduce a
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Figure 3.7: Spectra for two (a) and three (b) maxima of the periodic potential as a
function of b (x-axis)

periodic potential of the form Vper = V0 cos(pθ), p = 1, 2, 3, . . .. The matrix elements
will look like:

⟨φa | Vper | φb⟩ =

∫
V0e

i(mb−ma)θχa(r)χb(r)
1

2
(eipθ + e−ipθ)r dr dθ

=
1

2
V0

∫
χa(r)χb(r)r dr

∫ (
ei(mb−ma+p)θ + ei(mb−ma−p)θ

)
dθ

Because of the angular integral we have:

⟨φa | Vper | φb⟩ =
{
πV0

∫
χa(r)χb(r)r dr for (ma −mb) = ±p;

0 otherwise. (3.19)

It is trivially demonstrable that in the case of a periodic scalar potential, parity will be
preserved for an even number of maxima on the ring and destroyed for an odd number.
Fig 3.7 shows the spectra. It is apparent that there are certain bands formed by the same
number of states as there are maxima in the potential.
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3.3 Interacting states
The Coulomb interaction is included, as in the previous chapter, via the exact diago-
nalization method. The elements Uabcd

2 from eq. 2.11 can be calculated:

Uabcd =

∫
φ∗
a(r)φ

∗
b(r

′)
Ke2

|r− r′|
φc(r)φd(r

′) dr dr′ dθ dθ′ (3.20)

To get rid of the singularity 1/r, we will use the following expansion in Bessel
functions of the first kind [21]:

1

|r− r′|
=

∞∑
m=−∞

∫ ∞

0

dkeim(θ−θ′)Jm(kr)Jm(kr′) (3.21)

Using this expansion we get

Uabcd =

∞∑
m=−∞

∫
dθ dθ′ei(ma+m−mc)θei(md+m−mb)θ

′
×

×
∫
dr dr′χa(r)χb(r

′)χc(r)χd(r
′)

∫
dkJm(kr)Jm(kr′) dr dr′

The angular integrals will be non-zero only if m = mc − ma = mb − md, so the
infinite sum will reduce to a single term. Bearing this in mind:

Uabcd = 4π2δ(mc−ma),(mb−md)

∫
dr dr′χa(r)χb(r

′)χc(r)χd(r
′)

∫
dkJm(kr)Jm(kr′)

(3.22)
where m = mc −ma. If we introduce the following notation:

Eab(k) =

∫
drχa(r)χb(r)Jma−mb

(kr) (3.23)

Then the integral will look rather simple:

Uabcd =

∫ ∞

0

dkEac(k)Ebd(k) (3.24)

The biggest advantage of introducing the functionsEab(k) is computational: the values
of these functions for various indexes a, b can be stored and a large part of computa-
tional redundancy will disappear.

2Note that a, b, c, d are indexes of basis states, i.e. not eigenstates.
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Tan-Inkson spectrum, 2 electrons
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Figure 3.8: Spectra for two electrons with and without Coulomb interaction

It is apparent that there is bigger computational effort in this case than in the case
of the discrete model. This was confirmed in practice and I managed to get reliable
B-dependent spectra for two interacting electrons, and not more. An example of such
spectra is 3.8. The qualitative look of the spectra is similar, but the Coulomb interaction
makes energies slightly higher. For this case we used a weaker Coulomb constant of
K = 50 meVnm for testing, i.e. εr = 28.8 and this is why the effect of the interaction
does not appear very strong.
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Chapter 4

Conclusions

We have modelled a 2D semiconductor ring with radius r = 100nm. The primary
point of interest was the way the Coulomb interaction changed the effects of spin-orbit
coupling.

One of the most important effect discussed in recent times in a ring with both kinds
of SOI was charge density deformation with maxima at θ = 3π

4 ,
7π
4 . It seems like

this effect disappears in the presence of Coulomb repulsion for cases with three or
more electrons. However, for the case of exactly two electrons, the effect is actually
enhanced. The supposed cause of the charge density deformation is the self-avoiding
of states with like parities, but in the case of Ne = 3, 4 and Coulomb interaction self-
avoiding is still present. This would point to a more complicated relation between
the two effects. The analogous effect of spin density deformation, however, is not
screened out by the Coulomb effect, on the contrary, its peaks are sharper and with a
larger amplitude.

We also examined the way net spin polarization behaves in the presence of SOI and
Coulomb repulsion. SOI makes spin transitions more soft, as expected, and at mag-
netic fields where the Zeeman effect would cause complete polarization, SOI makes
polarization fluctuate and less than complete. There are also magnetic fields when SOI
makes polarization to be more pronounced than the Zeeman effect would have caused
alone. The Coulomb interaction seems to enhance the Zeeman effect, spin polarization
happens for smaller magnetic fields than with non-interacting electrons.
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Appendix A

Discretization and discrete
matrix elements

A.1 1D linear system
Let us take first the simplest possible case, a time-independent Hamiltonian in one
dimension. Our sites are at a constant distance a from each other. We will use the
effective electron mass m∗.

H = − ~2

2m∗
d2

dx2
(A.1)

From a Taylor series expansion around f(x) we have the following:

f(x+ a) = f(x) + af ′(x) +
1

2
a2f ′′(x) +

1

3!
a3f ′′′x+O(a4)

f(x− a) = f(x)− af ′(x) + 1

2
a2f ′′(x)− 1

3!
a3f ′′′x+O(a4)

hence

f ′′(x) =
f(x+ a) + f(x− a)− 2f(x)

a2
+O(a2) (A.2)

From A.2 and A.1 we get:

Hf(x) = − ~2

2m∗

[
f(x+ a) + f(x− a)− 2f(x)

a2

]
= t [2f(x)− f(x+ a)− f(x− a)]

(A.3)
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Where we introduced the ‘hopping parameter’ t = ~2

2m∗a2 .
As mentioned above, we have a basis in the Hilbert space {| n⟩}, each basis vector

corresponding to a site on the grid. The evaluation of a function on the grid is then
f(xn) = ⟨n | f⟩. Applying the Hamiltonian to this:

⟨n | Hf⟩ = t [2⟨n | f⟩ − ⟨n+ 1 | f⟩ − ⟨n− 1 | f⟩] (A.4)∑
m

⟨n | H | m⟩ ⟨m | f⟩ = t
∑
m

(2δnm⟨m | f⟩ − δn+1,m⟨m | f⟩ − δn−1,m⟨m | f⟩)

(A.5)
From where we can identify the matrix elements of the Hamiltonian:

⟨n | H | m⟩ = 2tδnm − tδn+1,m − tδn−1,m = Hnm (A.6)

The Hamiltonian as an operator looks like this:

H =
∑
nm

| n⟩Hnm⟨m |=
∑
nm

| n⟩ (2tδnm − tδn+1,m − tδn−1,m) ⟨m | (A.7)

H =
∑
n

[2t(| n⟩⟨n |)− t(| n⟩⟨n+ 1 |)− t(| n⟩⟨n− 1 |)] (A.8)

A.2 1D ring system
The Laplacian in polar coordinates r, θ is in general:

∇2 =
1

r

∂

∂r

(
r
∂

∂r

)
+

1

r2
∂2

∂θ2
(A.9)

For a constant radius R the Hamiltonian will look like:

H1D = − ~2

2m∗∇
2 = − ~2

2m∗
1

R2

∂2

∂θ2
(A.10)

From A.2
∂2

∂θ2
f(θ) =

f(θ + δθ) + f(θ − δθ)− 2f(θ)

δθ2
(A.11)

We will then get the following matrix elements:

⟨m | H | n⟩ = tθ (2δmn − δm,n+1 − δm,n−1) (A.12)
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To implement the periodicity of the system we need to specify:

n = N ⇒ n+ 1 = 1;n = 1⇒ n− 1 = N (A.13)

For example, for N = 4 we have:

H = t


2 −1 0 −1
−1 2 −1 0
0 −1 2 −1
−1 0 −1 2

 (A.14)

The top right and bottom left elements are the key ones for the periodic nature.

A.2.1 2D ring system
If we have several concentric circles, we need to use the full 2D Laplacian:

∇2 =
1

r

∂

∂r
+

1

∂r2
+

1

r2
∂2

∂θ2
(A.15)

The Hamiltonian looks like:

H = − ~2

2m∗

1

r

∂

∂r
+

∂2

∂r2︸ ︷︷ ︸
Hr

+
1

r2
∂2

∂θ2︸ ︷︷ ︸
Hθ

 = Hr +Hθ (A.16)

We will need the first and second derivatives in r for Hr:

f ′(r) =
f(r + δr)− f(r − δr)

2δr
(A.17)

f ′′(r) =
f(r + δr) + f(r − δr)− 2f(r)

δr2
(A.18)

Let k, l be two radial indexes.

⟨k | Hr | l⟩ = tr

[
δr

2r
(δk,l−1 − δk,l+1) + (2δkl − δk,l−1 − δk,l+1)

]
(A.19)

Where tr = ~2

2m∗(δr)2 . In terms of the natural energy unit tR = ~2

2m∗R2
ext

:

tr = tR
δr

Rext

2

(A.20)
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Let us now assume two basis states |kjσ⟩ , |k′j′σ′⟩, where k, k′ are radial indexes,
j, j′ are angular indexes and σ, σ′ are spin indexes. The orbital Hamiltonian will have
this matrix element:

⟨kjσ|HO|k′j′σ′⟩ =δσσ′

{[
tθ + tr +

tR
2
b2
(

rk
4Rext

)2
]
δkk′δjj′

−
[
tθ + i

btB
4δθ

]
δkk′δj,j′+1 + trδk,k′+1δjj′

}
+ h.c. .

(A.21)

Here the orbital effect of the magnetic field is also included, p = (−i~∇+ eA)

A.3 Spin-orbit coupling
We will discuss the calculation of matrix elements of Rashba and Dresselhaus SOI

A.3.1 Rashba SOI
As introduced in 1.2:

HR =
α

~
(σxpy − σypx) = −iα (σx∂y − σy∂x) (A.22)

And we know that:

∂x = cos θ∂r −
1

r
sin θ∂θ (A.23)

∂x = sin θ∂r +
1

r
cos θ∂θ (A.24)

Combining the above, we get:

HR = −iα
[
1

r
(σx cos θ + σy sin θ) ∂θ + (σx sin θ − σy cos θ) ∂r

]
(A.25)

And we can identify the polar spinors σr, σθ:

HR = −iα
(
1

r
σr∂θ − σθ∂r

)
(A.26)
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A.3.2 Dresselhaus SOI
Going through roughly the same steps as in the previous paragraph.

HD =
β

~
(σxpx − σypy) = −iβ (σx∂x − σy∂y) (A.27)

HD = −iβ
[
1

r
(σx cos θ − σy sin θ) ∂θ − (σx sin θ + σy cos θ) ∂r

]
(A.28)

It is not difficult to see that in this case the factors in front of the radial operators are
complex conjugates1 of the polar spinors:

HD = −iβ
(
1

r
σ∗
θ∂θ + σ∗

r∂r

)
(A.29)

1σ∗
x = σx, but σ∗

y = −σy
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Appendix B

Tan-Inkson eigenstates

The eigenstates of a Tan-Inkson ring can be calculated as follows.

V (r) = a1r
−2 + a2r

2 − V0 (B.1)

, where V0 =
√
a1a2. The Tan-Inkson potential has a minimum of V (r0) = 0 at

r0 = 4

√
a1
a2

(B.2)

This position defines the radius of the ring. For positions close to the minimum the
potential is approximated by a parabolical form:

V (r) ≈ 1

2
m∗ω2

0(r − r0)2 (B.3)

Here m∗ is the effective electron mass and the angular frequency is given by

ω0 =

√
8a2
m∗ (B.4)

The Hamiltonian of the system is:

H0 =
1

2m∗P
2 + V (B.5)

m∗ is the effective electron mass and P is the canonical momentum operator. We
consider an external magnetic field normal to the plane of the ring, B = Bẑ. The
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momentum operator is then given by:

P = −i ~
2m∗∇− eA (B.6)

We will use the vector potential corresponding to the symmetric gauge, namely

A =

(
−1

2
By;

1

2
Bx; 0

)
(B.7)

We need to use polar coordinates in two dimensions. The Laplacian is given by:

∇2 =
1

r

∂

∂r

(
r
∂

∂r

)
+

1

r2
∂2

∂φ2
(B.8)

And so the Hamiltonian takes the following form:

H0 = − ~2

2m∗

(
1

r

∂

∂r

(
r
∂

∂r

)
+

1

r2
∂2

∂φ2
+
ieB

~
∂

∂φ
− e2B2

4~2
r2
)
+
m∗

8
ω2
0r

4
0

1

r2
+
m∗

8
ω2
0r

2+
m∗

4
ω2
0r

2
0 =

(B.9)

= − ~2

2m∗

(
1

r

∂

∂r

(
r
∂

∂r

)
+

1

r2

(
∂2

∂φ2
− m∗2

4~2
ω2
0r

4
0

)
+
ieB

~
∂

∂φ

)
+
m∗

8

(
e2B2

m∗2 + ω2
0

)
r2+

m∗

4
ω2
0r

2
0 =

(B.10)

= − ~2

2m∗

(
1

r

∂

∂r

(
r
∂

∂r

)
+

1

r2

(
∂2

∂φ2
− m∗2

4~2
ω2
0r

4
0

)
+
im∗ωc

~
∂

∂φ

)
+
1

8
m∗ω2r2+

m∗

4
ω2
0r

2
0

(B.11)
here we introduced the cycloton frequency and the effective cycloton frequencies:

ωc =
eB

m∗

ω =
√
ω2
c + ω2

0 (B.12)

We are looking for the eigenvalues and eigenfunctions of the time-independent
Schrödinger equation

H0Ψ = EΨ (B.13)

Because of azimuthal symmetry we can use the factorization
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Ψ(r, θ) = u(r)eimθ, m = 0, ±1, ±2, ... (B.14)

which yields the equation:

− ~2

2m∗

(
u′′ +

1

r
u′ −

(
m2 +

m∗2

4~2
ω2
0r

4

)
1

r2

)
+
1

8
m∗ω2r2u =

(
E − ~ωcm

2
− m∗

4
ω2
0r

2
0

)
u

(B.15)
Which we can rewrite to a simpler form as:

− ~2

2m∗

(
u′′ +

1

r
u′ − M2

r2
u

)
+

(
k2 − r2

4λ4

)
u = 0 (B.16)

with the following notations:

M =

√
m2 +

m∗2

4~2
ω2
0r

4 (B.17)

E − ~ωcm

2
− m∗

4
ω2
0r

2
0 =

~2k2

2m∗ (B.18)

and defining the effective magnetic length:

λ =

√
~

m∗ω
(B.19)

If we scale the radius as ρ = r
λ and we use another factorization u(ρ) = ρM ·

e−
1
4ρ

2

F (ρ) the Schrödinger equation becomes:

F ′′ +

(
2M + 1

ρ
− ρ
)
F ′ −

(
M + 1− k2λ2

)
F = 0 (B.20)

s =
1

2
ρ2 (B.21)

we will get Kummer’s equation

sF ′′ + (M + 1− s)F ′ − 1

2

(
M + 1− k2λ2

)
F = 0 (B.22)

This equation has two linearly independent solutions:

F (s) =1 F1(a, M + 1, s) (B.23)
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and

F (s) = s−M
1F1(a−M, 1−M, s) (B.24)

where a = 1
2

(
M + 1− k2λ2

)
and 1F1(s) is the confluent hypergeometric series.

In order to have a physically meaningful wavefunction, it must be finite at s = 0 so the
second form B.24 is not satisfactory.

As s grows indefinitely, 1F1(s) diverges like es unless:

a = −n, n = 0, 1, 2, ... (B.25)

If the above equation is satisfied, the series becomes a polynomial and the wave-
function can be normalized. Rewriting the equations in terms of n:

1

2
k2λ2 = n+

1

2
+
M

2
(B.26)

E =

(
n+

1

2
+
M

2

)
~ω − m

2
~ωc −

m∗

4
ω2
0r

2
0 (B.27)

Ψn,m(ρ, φ) = Cn,me
− 1

4ρ
2

ρM 1F1

(
−n, M + 1,

1

2
ρ2
)
eimφ (B.28)

or using the generalized Laguerre’s polynomials:

Ψn,m(ρ, φ) =
Cn,mΓ(M + 1)n!

Γ(M + n+ 1)
e−

1
4ρ

2

ρMLM
n

(
1

2
ρ2
)
eimφ (B.29)

if we use the normalization relation of the generalized Laguerre’s polynomials [20]:

∞∫
0

e−xxαLα
n(x)L

α
m(x)dx =

Γ(α+ n+ 1)

n!
δmn (B.30)

and require the wavefunction to be normalized:

2π

∞∫
0

|Ψn,m|2 rdr = 1 (B.31)

We get the normalization factors

Cn,m =
1

λM+1

√
Γ(M + n+ 1)

2M+1 (Γ(M + 1))
2
n!π

(B.32)
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