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Abstract 

One of the most important parts in every industry, is packaging which is located at the last 

part of the product line.  

In fruit powder product line lots of studies applied to study the complex dynamics of the 

powders in response to the vertical vibration. In this study cyclone collector condition was 

simulate with a rectangular throw out bin and the dynamics of the powders in response to 

the horizontal vibration studied. An ADXL345 accelerometer does employed in order to 

observe the acceleration of the system in all three dimensions. 

In order to have better observation two hollow cylinder was added to the container. At the 

peak values of acceleration, novel swirling granular flows were observed in the cylinders 

while the grains cascaded down the outer surface of the piles that formed outside the 

cylinders. 

An image processing algorithm employed to make a surface scan from the top surface of 

the material.  

Computer simulations were performed that supported our interpretation of the dynamics 

observed in the experiments. And a comparison between the image processing algorithm 

and computer simulation evaluate our simulation results. 
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1 Introduction 

1.1 Application of advanced technology in 

agricultural farms 

1.1.1 Value added products 

The structure of agricultural production in developing countries has radically changed in 

the last two decades. Since the late 60s and 70s, the World Bank and its various 

agricultural research institutes have actively promoted the adoption of industrial (high 

chemical input) agricultural methods. This soon brought about the so-called Green 

Revolution [1], involving „miracle‟ seeds that promised landfall yields. It was expected 

these high technology methods would benefit all farmers, including the poor [2]. 

Forty years after the beginning of the Green Revolution, most farmers in developing 

countries still work in a traditional way. A way to measure this is by transportation time [3, 

4]. A significant percentage of these „landfall yields‟ go to waste. The waste is generated at 

two different time points; firstly, it is what falls from the tree before the harvest time and 

secondly, it is what gets wasted in transportation. 

Throughout the long history of agriculture, farmers have tried to add value to their crops in 

various ways. Processes used involved one or several of those shown in Figure 1-1. During 

the long period of time involved, great ingenuity has been used to improve the processes.  

 

Figure 1-1: Various value-adding processes 

Fruit powder is the product of one of the processes. Fruit powders have many interesting 

qualities such as long shelf life, multiple uses and easy packaging. During the drying 

process, fruit powders, being an example of a granular material, are vibrated [5]. Powders 
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or granular materials are abundant in nature and their response to vibration plays an 

important role in various natural events such as earthquakes [6] and avalanches [7]. 

1.1.2 Traditional Approach 

The traditional agricultural process may be modeled as shown in Figure 1-2. 

 

Figure 1-2: The traditional approach to food processing 

Dry crops are a common type of agricultural products with a wide range of usage. In 

countries with abundant sunshine (see Figure 1-4), farmers started drying their crops by 

laying them out it the sun already in ancient times. 

The traditional way of solar drying is as follows. After selecting the suitable fruits for 

drying, they are sulfured, cut in half and laid out in the sun [8]. Four days later, what was 

originally big juicy halves of fruits have shrunk and started to look like dried fruits (Figure 

1-3). There is space in the previously crowded fruit trays. However, the halves are still 

moist and gooey and will not store at this point; they will take several more days to finish. 
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Figure 1-3: a) Peach halves being sun dried. b) A zoom-out view of the same 

As is evident from this description and great space is needed for this process as well as a 

long time.  

The solar constant is defined as the average amount of solar electromagnetic radiation per 

unit area that would be received on a plane perpendicular to the incoming radiation at the 

distance of one astronomical unit (AU) from the sun [9]. 

The inverse square law is used to calculate the decrease in radiation intensity due to an 

increase in distance from the radiation source. Thus, irradiance (power per unit area) with 

the sun as source may be given as [9] 

 

 
  (1.1) 

 

The real amount of solar energy that impinges on Earth‟s surface is a function of latitude, 

time of year, time of day, and weather conditions. Calculating it in specific instances is 

outside of the scope of this study. However, the following figure from Loster [10] (Figure 

1-4) shows the areas on Earth that receive enough sunshine for traditional sun drying to be 

practical (the yellow and orange colored areas). 
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Figure 1-4: Relative strength of solar irradiance at Earth‟s surface 

1.1.3 Statistics of waste crops 

Apples are one of the most common fruit crops in Iran. The introduction of advanced 

techniques for apple cultivation has further enhanced their production. In 2007, Iran  held 

the 3rd place in global apple production  (about 2,660,000 tons) and the 8th place in global 

peach production (about 421,000 tons) [11]. Both fruit types have a short post-harvest shelf 

life because of their highly perishable nature. Unlike developed countries, in Iran less than 

2% of the annual agricultural output result in consumer-grade products by value-adding 

processes of fruits [3]. A short shelf life and increased production necessitates the 

development of nonconventional products from apples. More than 250,000 tons of apples 

were wasted in transportation for the domestic market in Iran in 2007 [3], about 10% of the 

total production. Ilyas et al. [4] have reported a 23% waste of the apple production in 

transportation in Pakistan. As a contrast, in the same year the U.S. Apple Association [12] 

reported that 32% of the U.S apple crop was processed, more than 99% of which were 

marketed.  

The Economic Research Service of the U.S. Department of Agriculture [13] has reported 

that fresh produce constitute 45% of the total peach consumption and processed products 

55%. The same relations in Iran would mean that 189,450 tons of peaches would be 

consumed fresh while 231,550 tons would be processed. 

Traditional sun drying not only requires large amounts of time and space, it is also evident 

from the figures that a considerable proportion of the crops go to waste. 

1.1.4 Economic Analysis 

There are various types of fruit processing processes, such as biological, chemical and 

physical. Examples of value-added products are: ketchup, juice, baby food, dried fruits and 

fruit powder. 

CNN Money [14] reported the food industry as having a strong growth rate of 8.3% 

(Figure 1-5) 
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Figure 1-5: Top industries: Fast growers [14] 

On average, consumers spend more money on fruits and vegetables that on any other type 

of food, see Figure 1-6 [15], the other categories being sugar, oils and fats, miscellaneous 

food, and non-alcoholic beverages. Annual household expenditure on vegetables and fruits 

in U.S.A. equals 18% of the total expenditure on food or $858, of which fresh fruits 

account for $295, fresh vegetables $279, processed fruits $174 and processed vegetables 

$137. 
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Figure 1-6 Average annual expenditure of U.S. households on food [15] 

Vegetables and fruits are universally acclaimed for their health benefits [16]. They contain 

almost all of the essential vitamins, minerals, and fibers. A diet high in fruits is linked to a 

lower risk of getting several chronic degenerative diseases, including certain cancers and 

cardiovascular disease [17]. Moreover, it is beneficial for weight management as it 

facilitates a reduced-energy diet [18]. 

According to Mintel [19], annual consumer spending on fruit juices and fruit beverages in 

U.S.A. was approximately $19 billion that year. Fruit juices represent the major form of 

the U.S. fruit consumption [20], accounting for 44% of commercially marketed fruit 

products in 2000 [21]. 

1.1.5 Advanced methods 

Dried fruits are used extensively by the confectionery, baking, and sweets industries. Soup 

manufacturing plants use dried fruits in various sauces, garnishments, pudding, ice 

powders and food for infants and children. An example is fruit powder processed from 

juice or pulp that dissolves quickly [22]. 

Considering the large amount of fruits that go to waste in developing countries and the 

existing multibillion markets for processed fruits, there would seem to be considerable 

room for improvement in the way of increasing the amount of processing soon after 

harvesting, before the fruits have time to go to waste. 

In countries like Iran where fruit trees produce fruits year round, it is quite feasible to 

implement a simple technology for extracting 60–70% of the material of apples in the form 

of juice and drying the remaining pulp into a fine powder. 

In recent years, there have been several studies suggesting redesigns and improvements of 

the process line. Figure 1-7 shows the common existing fruit juice process line.  

Other food 
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Figure 1-7: Production scheme and sampling of different fruit products (juice, 

concentrate, powder) [23] 

Several studies have focused on the spray-drying processing line. There have been separate 

studies into each part of the line, such as the spray-dryer and the cyclone collector. (The 

spray-drying part of the process line in Figure 1-8 is especially designed to produce fruit 

powders). All of those studies have attempted to model, redesign and improve the 

efficiency of the part in question, usually focusing on improving the main parts. The 
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behavior of powder is mostly governed by both horizontal and vertical vibration, however, 

most of these studies consider only vertical vibrations. 

 

Figure 1-8: Spray-drying process and plant [24] 

1.2 Subject of the work 

This work was concerned with the effects of horizontal vibration on granular flows 

composed of different-sized particles. Its main goal was to understand the dependency of 

these effects on the material parameters of the granular material. This was done by setting 

up a computational model of the flow and running it in a computer cluster. The same flow 

was performed experimentally and used to verify the model using one of the most 

advanced image processing algorithms. 

1.3 Spray Drying 

The last step of the process line in Figure 1-7 is spray-drying. Spray-drying is a suspended 

particle process (SPP) technique designed to dry droplets generated by a liquid feed to 

solid particles by letting them move through hot air. It is a single-step, continuous process 

which can operate with different capacities [24]. The history of this method dates back to 

around 1800 and its use on an industry scale to around 1850 [25]. 

The spray-drying process takes place in the following way: The liquid feed is pumped to 

the atomizer whose placement depends on the design; usually it is placed at the top of the 

drying chamber. The drying air is drawn from the atmosphere by a supplying fan and is 

heated by the air heater from which it goes to the air distributer. The droplets that are 

generated by the atomizer get into contact with the hot air. During the evaporation process, 

the air cools. After the droplets have dried in the chamber, they pass through the cyclone 

which separates the dried particles from the hot air [24].  

 

 



9 

So, generally, spray-drying consists of three process steps: 

 Atomization 

 Spray-air mixing and moisture evaporation 

 Separation of dry product from the exiting air 

1.3.1  Atomization 

The atomizer is the most important part of every spray dryer. It is small in size. Its design 

is governed by several requirements which are summarized below [26]: 

 It must disperse the liquid feed into small droplets, which should be well distributed 

within the dryer and mixed thoroughly with the hot gas. 

 The droplets must not be so large as to be incompletely dried, nor so small as to 

make product recovery difficult. Also, too small droplets may overheat and scorch. 

 The atomizer must also act as a metering device, controlling the rate at which the 

material is fed into the dryer. 

Drop Formation 

Most atomizers generate a large number of small drops by shattering a continuous jet or 

sheet of liquid, usually by aerodynamics forces generated by the relative motion of the 

phases. Mechanical, centrifugal, electrical, and ultrasonic force fields may also be used. 

The most important dimensionless measure of the stability of a single droplet is the Weber 

number based on relative velocity and gas density [27]: 

 

 
(1.2) 

For non-viscous fluids the critical value of the Weber number, above which droplets will 

break up, is about 12. 

In the breakup process, the drop is punched into a baglike shape by the dynamic pressure 

of the gas acting at the stagnation point. The bag finally bursts to form a ring of smaller 

droplets. 

If a drop is introduced into a gas stream at high values of the Weber number, several 

generations of droplets will be produced by successive shattering. An expression for the 

final drop size under these conditions is [27]: 

 

 
(1.3) 

where the subscript 0 refers to the initial conditions. 
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The drop sizes control the heat transfer surface available and thus the drying rate. 

Mujumdar [24] presents a comparison of spherical droplet surface and droplet size as 

shown in Table 1.1. 

Table 1.1: Spherical droplet surface versus droplet size 

Total 

volume 

(m
3
) 

Diameter of 

droplets 

No. of 

droplets 

Surface per 

droplet 

Total surface 

of droplets 

(m
2
) 

1 1.234 m 1 3.14 m
2
 3.14 

1 1 cm 1.986 × 10
6
 3.14 cm

2
 623.6 

1 1 mm 1.986 × 10
9 

3.14 mm
2 

6236 

1 100 µm 1.986 × 10
12 

31400 µm
2 

62360 

1 1 µm 1.986 × 10
18 

3.14 µm
2 

6236000 

 

There are four different general types of atomizers available. The ones most commonly 

used are the rotary wheel atomizer and the pressure nozzle single-fluid atomizer. 

Pneumatic two-fluid nozzles are used only rarely in very special applications. Typical 

ranges of disintegrated droplets and particle sizes of various products in a spray dryer are 

listed in Table 1.2 [24]. 

Table 1.2: Range of droplet and particle sizes obtained in spray dryers (µm): 

Rotating wheels 1-600 

Pressure nozzles 10-800 

Pneumatic nozzles 5-300 

Sonic nozzles 5-1000 

 

The rotary wheel atomizer and the pressure nozzle will now be briefly introduced. 

Rotary wheel atomizer 

A typical design of a wheel atomizer is shown in Figure 1-9. Liquid is fed from the center 

pipe, moves to the edge of the wheel under the centrifugal force and turns into droplets at 

the wheel‟s edge. Because of the straight radial vanes configuration of this model, the 

spray angle is about 180
º
 and forms a broad cloud. The resulting large horizontal 

trajectories require the atomizer to be contained in a large-diameter chamber. The most 

common design of a wheel atomizer has radial vanes [24]. 
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Figure 1-9: Wheel atomizer with straight radial vanes 

The number and shape of the vanes differ according to the product quality and capacity 

requirements. Figure 1-10 shows three different types of wheel atomizers [24]. 

 

Figure 1-10: Various designs of wheel atomizers 

Pressure nozzles 

A pressure nozzle or single-fluid nozzle generates spray by applying pressure to the liquid 

as it passes through the nozzle, usually in the range of 5-7 MPa, see Figure 1-11 [24]. 
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Figure 1-11: A pressure nozzle 

The liquid leaves the nozzle‟s orifice in the form of a hollow cone at an angle that varies 

from 40
º
 to 140

º
. The diameter of the orifice is usually between 0.4–4 mm and usually the 

capacity of the nozzle does not exceed 100 L/h. For larger feeds, usually several nozzles 

are used in one drying chamber like that shown in Figure 1-12 [28]. 

 

Figure 1-12: A system of multiple nozzles in a single drying chamber. 

Mujumdar [24] presented a picture of droplets that were produced by a rotating wheel and 

a pressure nozzle, see Figure 1-13. 

A study of the mathematical model of atomizers is outside of the scope of this thesis. Here, 

common structure models of nozzles are just briefly reviewed. 
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Figure 1-13: Spray-dried powder: (a) produced by a wheel atomizer; (b) produced by a 

pressure nozzle 

1.3.2  Spray-air mixing and moisture (vaporization) 

The process of spray-drying is a complex multi-phase system which includes the gas phase 

(drying air), liquid phase (droplets) and solid phase (particles). To make things worse, each 

phase is not pure but a mixture of several components. The theoretical modeling of such 

system is a difficult task and cannot be solved without some simplifications [29]. 

Mathematical models for numerical calculations that have enjoyed popularity thus far can 

be grouped into two categories: the continuum-continuum approach at a macroscopic level 

represented by the so called two-fluid model (TFM)[30], and the continuum-discrete 

approach at a microscopic level mainly represented by the so-called combined continuum 

and discrete model (CCDM) which is sometimes referred to as the computational fluid 

dynamics and discrete-element method (CFD-DEM) [31, 32]. 

In CCDM, the motion of particles is modeled as a discrete phase, described by Newton‟s 

laws of motion on an individual particle scale, while the flow of fluid (gas or liquid) is 

treated as a continuum phase, described by the local averaged Navier-Stokes equations on 

a computational cell scale. The method has been recognized as an effective method to 

study the fundamentals of particle-fluid flow under different conditions, as briefly 

reviewed by various researchers [32, 33]. 
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As mentioned before, there are different models for calculating multiphase systems. The 

DEM model will now be considered.  

The Discrete Element Method (DEM) 

A particle in a multiphase system may have two types of motion: translation and rotational. 

During its movement, it interacts with neighboring particles, the container‟s wall and with 

the surrounding hot air, exchanging momentum and energy [34]. 

Cundall and Strack [35] showed that in the DEM approach, by choosing a numerical time 

step less than a critical value, during a single time step, the disturbance cannot propagate 

from the particle and fluid farther than its immediate neighboring particles and vicinal 

fluid. 

The governing equations for the translational and rotational motion of particle i with mass 

mi and moment of inertia Ii can be written as: 

 
 

(1.4) 

 
 

(1.5) 

Figure 1-14 schematically shows typical forces involved in a DEM simulation [34]. 

 

 

Figure 1-14: A schematic illustration of the forces acting on particle i from contacting 

particle j and non-contacting particle k. 
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Various models have been proposed to calculate these forces and torques; these are summarized in Table 1.3 

Table 1.3: Contact force and torque models 

Force Models Normal Force Tangential Force References 

Linear spring-

dashpot model 

  [35] 

Simplified 

Hertz-Mindlin 

and 

Deresiewicz 

model 

 

 

[36-40] 

Walton and 

Braun‟s model  

 

Where  

[41, 42] 

Torque Models Rolling friction torque Torque from tangential forces References 

Method 1 

Method 2 

 

 

 [39, 40, 43, 44] 
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Particles continuously interact with the surrounding fluid generating various forces. One 

such force is the buoyancy force. However, the main particle-fluid interaction force is the 

drag force which is the driving force of fluidization. A number of particle-fluid interaction 

forces have been implemented in DEM approaches, such as the drag force, the pressure 

gradient force and other unsteady forces like the virtual mass force, the Basset force and 

lift forces that have been studied by Li et al. [45], Xiong et al. [46] and Potic et al. [47] 

[34]. 

Newton‟s equation can be used to determine the drag resistance force acting on an isolated 

particle in a fluid. There are three different regions in a particle-fluid system: the Stoke‟s 

law‟s region, the transition region, and the Newton‟s law region. These regions are 

characterized by different Reynold‟s numbers, Re. By knowing the Reynold‟s number the 

particle-fluid drag coefficient can be calculated [34]. But in a particulate system, the 

presence of other particles reduces the space for fluid and generates a sharp fluid velocity 

gradient, making the problem much more complicated [34]. 

Two general methods have been presented by Ergun [48] and Wen and Yu [49] for the bed 

pressure drop. Richardson [50] presented the bed expansion experiment. The effect of the 

presence of other particles is considered in terms of local porosity and is also related to 

flow regimes. Such work has e.g. been done by Di Felice [51]. The other method is based 

on numerical simulations at a microscale. Techniques used include direct numerical 

simulation (DNS) [52]. Both methods are summarized in Table 1.4 [34]. 
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Table 1.4: Particle-fluid interaction forces 

Forces Correlations References 

Drag force For an isolated particle moving through a gas, 

 

Effect of surrounding particles is described by 

a voidage function, : 

 

 

 

 

 

Pressure 

gradient force 
 

It is of general validity and all relevant contributions are 

included when  is evaluated from the fluid equation 

of motion 

[53] 

Virtual mass force  

 

 

[54, 55] 

Basset force 
 

Where  is the initial velocity 

difference 

[56, 57] 

Saffman force  

 

[58, 59] 

Magnus force 
 

Where  is the local fluid rotation and  is the 

particle rotation. One notes that the lift would be zero if the 

particle rotation is equal to the location rotation of the fluid 

[60] 
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1.3.1   A model for the fluid phase 

The deviation of the pressure below a granular bed of thickness  from ambient pressure is 

given by [61]: 

  (1.6) 

where  γ describes the grain–air coupling introduced by the use of Darcy‟s law, ρa is the air 

density,   is the bed porosity, and va is the air velocity. Darcy‟s flow is observed for 0.3 < 

Re ≤ 0.7 [62], where the Darcian Reynolds number is defined as  and µa 

is the air dynamic viscosity. The physical properties of air are given in Table 2.1. 

The flow Reynolds number in the experiments described in the preceding section is much 

larger than 0.7. Hence, the flow regime was probably turbulent [63]. The granular bed 

Reynolds number, used as the demarcation criterion, is defined as 

  (1.7) 

where  is the velocity of the i
th

 particle. 

In this work, an attempt was made to combine the Lagrangian (particle-based) model and 

LES [64] to achieve more accurate simulations of the tilting and, especially, the swirling 

granular flows. The filtered continuity momentum for an isothermal 3D flow of air is 

 
 

(1.8) 

 
 

 (1.9) 

where  is the filtered density, defined as ;   is the density weighted Favre filter 

velocity, defined as  ; and  is the filtered pressure at the supergrid scale. The 

forces exerted by the fluid on the particles per unit volume, , encompass the drag, lifts, 

added mass, stress, and Basset history forces [65];  is the acceleration of gravity.  

The viscous stress tensor in Equation  (1.9) is defined as 

 
 

(1.10) 

where I is the second-order identity tensor. 

In Equation  (1.9), τ is the subgrid scale (SGS) stress tensor, 

  (1.11) 

where  a represents the subgrid-scale part of Va based on Favre filtering. 

The SGS stress tensor,  τ, is required to close the equations for the large scale fields on a 

grid small enough (but much larger than the Kolmogorov scale) to provide reasonable 

resolutions. In contrast to the filtered single-phase equations, a conceptual restriction 

arising from the present approach is that the filter width, Δ, should be larger than the length 



19 

scale characteristic of the bubble phase. Thus, an appropriate choice of Δ should provide a 

sufficiently large-scale resolution without violating this restriction.  

The particles make a contribution to the process of energy removal from the resolved 

scales of the fluid phase. This two-way coupling effect may be modeled by superposing 

particle-induced and shear-induced SGS energy dissipations. A tentative first attempt at 

closure of the momentum Equation  (1.9) with an SGS model for τ is: 

 

 

(1.12) 

where Cs is the Smagorinsky constant, 

 
 

(1.13) 

R is related to the ratio of the mesh spacing to the Kolmogorov length scale (so that 

), K is the Kolmogorov constant, Cb0 is the backscatter parameter, 

which is set to Cb0 = 0.2,  is the resolved rate of strain tensor, and Vslip represents the slip 

velocity.  

Drying model 

Mezhericher [25] presented particle drying as a two-stage process as shown in Figure 1-15.  

 

Figure 1-15: Two-stage drying of droplets containing solids 

In the first stage, the liquid content of the droplets starts to evaporate. This results in 

shrinkage of the droplet diameter. In the second stage, the particles can be identified to 

have a dry crust and a wet core. As a result of further drying, the wet core shrinks and the 

crust thickens. This process continues until the moisture of the particle reaches the minimal 

possible value [25]. 
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In the first drying stage, assuming a uniform distribution of the droplet‟s temperature the 

corresponding energy conservation equation is given by: 

 
 

(1.14) 

The coefficient of heat transfer, h, is calculated as the sum of convection and radiation heat 

transfer coefficients:  .  

The rate of change of droplet diameter is determined as: 

 
 

(1.15) 

The mass transformation of the droplet surface can be calculated by using the law of mass 

convection: 

  (1.16) 

The convective heat and mass transfer coefficients, hc and hD, are evaluated in terms of the 

Ranz-Marshall correlation as [66]: 

  (1.17) 

  (1.18) 

By integration from Eq. (1.15) the droplet‟s mass can be found as: 

 
 

(1.19) 

Finally, the value of droplet moisture content on dry basis, Xd, is given by: 

  (1.20) 

In the second drying stage, Mezhericher [25] considered a wet particle as a sphere with 

isotropic physical properties and a temperature-independent crust thermal conductivity. 

The equations for the energy conservation for the wet core and the crust are as follows: 

 
 

(1.21) 

 
 

(1.22) 

The boundary conditions for the above set of equations are: 
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 (1.23) 

The rate of recession of the crust–wet core interface is calculated as follows: 

 
 

(1.24) 

The total mass transfer rate through the crust pores is: 

  (1.25) 

The mass flow rate of vapor diffusion is defined by: 

 
 

(1.26) 

The mass flow rate of forced vapor flow is determined as follows: 

 
 

(1.27) 

The permeability, , is calculated according to Carman-Kozeny equation: 

 
 

(1.28) 

The particle mass can be calculated as: 

 
 

 (1.29) 

Finally, the particle moisture content is given by: 

  (1.30) 

Mezhericher [29] solved this problem as a 2D symmetric problem and reported CFD 

results for particle surface temperature as shown in Figure 1-16. 
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Figure 1-16: Particle traces colored by particle surface temperature (in K). 

Considering all three phases as well as all particle contacts, the particle concentration can 

be calculated. Mezhericher [67] reported the particle concentration by considering particle-

particle and droplet-droplet interactions, see Figure 1-17 (a), and droplet-droplet 

interactions only, see Figure 1-17 (b). The difference between two models can be seen in 

Figure 1-17(c). 
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Figure 1-17: Three-dimensional contours of particle concentration at t = 30 s. (a) DD + 

PP model, (b) DD model built in ANSYS FLUENT solver, (c) the difference between the 

two model  predictions. Left – XZ cut, middle – YZ cut, right – isometric view. 

1.3.2  Separation of the dry product from the exiting air 

The last step in the spray-drying process is the separation of the dry product from the 

exiting air; this step takes place in a cyclone separator. This is a device which performs 

centrifugal separation of materials in a fluid flow [68]. 

This type of separators is one of the most elegant and also most widely used of separators. 

It is a device with no moving parts, therefore requiring virtually no maintenance. It enables 

micrometer-sized particles to be separated from a moving gas without a substantial 

pressure-drop (Figure 1-18) [60]. 
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Figure 1-18: A cyclone collector 

The cyclone utilizes the fluid pressure gradient to create rotational fluid motion. This 

rotational motion causes the dispersed phase to separate relatively fast due to the strong 

forces acting. In the widely used cylinder-on-cone type of cyclone with reverse flow, the 

gas spirals down from a tangential inlet towards the apex of a conical section, where the 

flow is reversed, upon which the particles separate and are collected in a hopper. The 

continuous phase then proceeds upward in an inner core flow towards the gas exit via the 

vortex finder [69]. 

Chu [70] presented a numerical solution of DEM for a cyclone collector with geometry as 

shown in Figure 1-19. 
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Figure 1-19: A schematic and grid representation of the cyclone considered, together with 

the definition of the sections: (a) 3D view of geometry; (b) 3D view of CFD grids; (c) top 

view of the sections; and (d) front view of the sections. 

Chu [70] reported the results of running this model, see Figure 1-20 for particle velocities 

in the z direction. Bhasker [71] modeled a cyclone collector of industrial size. 
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Figure 1-20: Snapshots showing the flow of particles in a cyclone with solid loading ratio 

2.5 (colors signify particle velocity in the z direction) 

As is easily observed from Figure 1-20, after some time the particles settle down in the 

throw out bin. 

1.4 Dense granular materials 

Granular materials are abundant in nature and their response to vibration plays an 

important role in natural events such as earthquakes [6] and avalanches [7]. Grains are 

vibrated as part of many industrial processes such as drying, powder mixing, and 

separation [5]. Horizontal vibration, used in applications such as vibrating screens, has 

been the topic of a number of studies [72]. One study, involving a bed of grains immersed 

in a fluid in a horizontal container and subjected to horizontal vibrations, reported a wealth 

of phenomena, including solid–fluid granular transitions with hysteresis that disappeared in 

the presence of a modest vertical air flow corresponding to approximately 40% of the 

weight of the bed [73]. Rubin, Goldenson, and Voth [74] used optical particle tracking [75] 

to measure a granular slope under horizontal vibration and observed that the beads 

underwent intermittent motion, indicating that micro-rearrangements affected the failure of 

slopes under external perturbations. A horizontal granular bed becomes unstable at the 

peak acceleration relative to gravity, , by acquiring a tilt [76]. Aumaitre et al. [75] studied 

the onset and dynamics of flow in shallow, horizontally oscillating granular layers as a 

function of the depth of the layer and imposed acceleration. They found that the thresholds 

for starting and stopping the flow of avalanches in inclined layers were slightly different. 

At , the motion was fluid-like over the entire cycle. The measured flow profiles had time-

dependent shapes that differed significantly from previously measured avalanche flow 

profiles. The dynamics and stability of a bed composed of solid particles immersed in a 

fluid was analyzed by Anderson and Jackson [53]. Their treatment may be more suitable 

for modeling continuous flows [77]. The transition between intermittent and continuous 

flows is better predicted by combining Lagrangian (particle-based) and Eulerian (grid-

based) methods (Eu/La). This approach uses large-eddy simulation (LES) to include gas 
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dynamics [78]. The dynamics of grains is described by molecular dynamics, where the 

interaction between the grain surfaces is modeled by the generalized form of contact theory 

developed by Hertz [79]. In addition, the coefficient of kinetic friction is assumed to 

depend on the relative velocity of slipping [80]. 

The current study reports the formation of tilts in shaken granular materials in a rectangular 

container that was vibrated horizontally according to 

  (1.31) 

Two hollow cylindrical vessels were mounted vertically in the container. Unique swirling 

granular flows were observed in the cylinders, with grains cascading down the surface of 

the piles outside the cylinders. Numerical simulations were performed to investigate these 

complex granular flows.  
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2 Materials and methods 

2.1 Experimental setup 

This study used a polycarbonate plastic container, shown together with the pertinent 

nomenclature in Figure 2.1 (a) and (b). The container was filled with sand and attached to 

the center of a thin cardboard sheet that was clipped to the bottom of the rectangular pad of 

an orbital shaker. The physical and mechanical properties of polycarbonate plastics are 

given in Table 2.1. Orbital shakers are widely used in the pharmaceutical industry to mix 

liquids in biopharmaceutical processes [81]; they are also commonly used to study the 

aggregation and breakup of microorganisms and inorganic particle flows in water [82]. 

Table 2.1 Material properties [83, 84] 

Material Property Symbol Value 

   

    

P
o
ly

ca
rb

o
n
at

e 

Density 1.20-1.22 g/cm3 

Young‟s modulus 2.0-2.4 GPa 

Tensile strength 55-75 MPa 

Poisson‟s ratio ν 0.37 

Coefficient of friction µ 0.31 

    

    

G
la

ss
 

Elastic modulus E  

Density  2390  

Poisson‟s ratio ν 0.244 

Instantaneous shear modulus   

Long time shear modulus   

    

    

A
ir

 

Density   

Kinematics Viscosity  

 

Temperature  293 K 

    

    

S
an

d
 

Poisson‟s ratio ν 0.17 

Density   

Bulk modulus K 37 GPa 

Young‟s modulus E 71.7 GPa 

    

    

F
o
am

  Poisson‟s ratio ν 0.1 

Density   

Young‟s modulus E 3000 MPa 
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Figure 2.1: (a and b) Images of the container and nomenclature. The dimensions of the 

container are W = 18 cm, L = 28 cm, and H = 7 cm. 

A function generator was used to deliver a sinusoidal signal of adjustable frequency and 

amplitude to a power amplifier, and then transmitted as the input signal to the orbital 

shaker. The accelerations in the x- and y-directions were monitored with a 3-axis 

accelerometer attached to the pad. A data acquisition system collected the acceleration data 

from the accelerometer and transferred them via a USB link to a computer for analysis. 

The shaker pad underwent horizontal oscillations with the form given in Equation (1.31). 

Figure 2.2 depicts the ellipse-type orbits that resulted when an offset weight was placed on 

the motor shaft of the shaker at (ωx/2= 42 Hz and Ax = 10
-3

 m) and (ωy/2= 25 Hz and Ay = 

10
-3

 m) corresponding to the values of x= 7.1 and y = 2.5, respectively. It was possible to 

operate the shaker at different angular speeds. 
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Figure 2.2 The ellipse-type orbits of the shaker. 

2.2 Measurement of acceleration  

An accelerometer is a sensor that measures the physical acceleration experienced by an 

object due to inertial forces or mechanical excitation [85].  

Traditionally, accelerometers have been used first and foremost in aircraft, but also in 

dynamometers and bridges. Today‟s advanced technology has introduced new devices, 

smart phones, computer hard disk drives and automobile airbag systems that all use 

accelerometers to perform their specific tasks [86]. 

There are various types of accelerometers, such as: 

 Capacitive spring mass base (separate seismic masses) 

 DC response 

 Electromechanical servo (servo force balance) 

 High gravity 

 High temperature 

 Low frequency 

 Magnetic induction 

 Strain gauge 

 Surface acoustic wave (SAW) 

 Surface micro machined capacitive (MEMS
1
 [87]) 

 Thermal (sub micrometer CMOS process) 

                                                 
1 MEMS technology is based on a number of tools and methodologies which are used to form small structures with 

dimensions on the micrometer scale. Significant parts of the technology have been adopted from integrated circuit (IC) 

technology. For instance, almost all devices are built on wafers of silicon, like ICs. The structures are realized in thin 

films of materials, like ICs. They are patterned using photolithographic methods, like ICs. There are however several 

processes that are not derived from IC technology. 
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In this section the design principles of two different types will be briefly described.  

 

 

 Thermal 

Thermal accelerometers are designed to eliminate the need for proof masses to improve 

reliability. The limitation of thermal accelerometers is their low-frequency response [88-

90]. 

The working principle of thermal accelerometers is based on free convection heat transfer 

inside the system [90]. Figure 2.3 presents a schematic diagram of a thermal accelerometer. 

It is an enclosed system containing a heater and temperature sensors that uses air as a 

working fluid [91].  

 

Figure 2.3 Differential temperature sensing inside a closed chamber: (a) hot air bubble 

experiencing no acceleration, (b) no temperature difference sensed at zero acceleration, 

(c) a hot air bubble shifted due to acceleration, and (d) a temperature difference sensed 

due to acceleration [92]. 

A central heater reduces the density of the surrounding fluid and creates a hot bubble. The 

working principle for this type of accelerometers is measuring the bubble‟s movement. 



33 

Single-axis thermal accelerometers use two temperature sensors equidistant from the heater 

[92]. 

As illustrated in Figure 2.3 (a) in the case of no acceleration, the hot bubble is symmetrical 

about the heater. Therefore, as can be observed from Figure 2.3 (b), the two temperature 

sensors detect no temperature difference. In the other case (apply acceleration in the 

direction of the accelerometer‟s sensitivity direction) the hot bubble‟s symmetry is 

disturbed (Figure 2.3(c)). As illustrated in Figure 2.3(d), two sensors detect a temperature 

difference and produce an output proportional to the magnitude and direction of the 

applied acceleration. This temperature difference produces a voltage difference, referred to 

as the Seebeck voltage, δV, proportional to the temperature difference, δT, between two 

sensors: 

 . (2.1) 

The constant of proportionality, α, is the Seebeck coefficient, usually specified as 

. The sensitivity of a thermal accelerometer is defined as the ratio of the output 

voltage to the acceleration applied to the system. In this system there is only convection 

heat transfer and natural convection governed by the Grashof number, Gr. Leung [91] 

established that the sensitivity of a thermal accelerometer is linearly proportional to the 

Grashof number: 

 
 

(2.2) 

Eq. (2.2) shows that the sensitivity of a thermal accelerometer can be improved 

significantly without changing the device design just by using a high-density fluid. [91] 

 Separate Seismic Masses 

There have been a few three-axes accelerometer designs based on four separate seismic 

masses, each one suspended on a slanted beam, giving identical resolution and frequency 

response in all directions [93, 94]. This type is the simplest one that can be used to describe 

the principles. 

By exchanging the beam with a spring and damper, the accelerometer working principle 

can be easily explained by a mass-spring-damper system in a case. The acceleration 

applied to the case causes the mass to move, and this motion can be used to determine the 

magnitude of the acceleration. 

 

Figure 2.4 Mass-spring damper system 
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The mass used in accelerometers is often called the seismic-mass or proof-mass [95]. 

By considering all forces in the z direction: 

  (2.3) 

  (2.4) 

  (2.5) 

Equation (2.5) is a second order linear differential equation with constant coefficients. The 

general solution Z(t) is the sum of the complementary function  and the particular 

integral   [96]: 

  (2.6) 

The complementary function satisfies the homogeneous equation 

  (2.7) 

The solution for  is: 

  (2.8) 

Substituting equation (2.8) in equation (2.7) gives: 

  (2.9) 

 cannot be zero for any value of t. Then equaling the rest of the equation to zero, the 

two solutions for s are: 

 
 

(2.10) 

From this equation, the following identities can be derived: 

 

 

(2.11) 

  (2.12) 

  (2.13) 

 

 Steady state performance 

In the steady state condition, i.e., with the excitation acceleration amplitude „a‟ and 

frequency „ ‟, the amplitude of the response is constant and is a function of the excitation 

amplitude and frequency „ ‟. Thus for the static response  = 0, the deflection amplitude Z 

is: 
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(2.14) 

  (2.15) 

Here the sensitivity S of an accelerometer is defined as: 

 S = Z/a = m/k (2.16) 

 Dynamic performance 

In order to obtain the dynamic performance, it is easier to consider the Laplace transform 

of Eq. (2.5: 

 
 

(2.17) 

It can be seen by comparing Eqs. (2.11) and (2.16) that the bandwidth of an accelerometer 

sensing element has to be traded off with its sensitivity since . 

In this section only the basic calculations will be presented. More elaborate calculations 

can be found in Rodjegård et al. [97], based on their design of accelerometers using four 

separate seismic masses, see Figure 2.5. 

 

Figure 2.5: Top and cross-sectional views illustrating the triple-axis detection principle. 

The four seismic masses are suspended from thin beams oriented in different {1 1 1} 

planes. 

The geometric parameters of this design are presented in Table 2.2, referring to Figure 2.6. 
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Figure 2.6: A single sensing element with a capacitor plate for read-out. A local 

coordinate system, x‟, y‟ and z‟, oriented along the {1 1 1} plane of the crystal, is used for 

the analytical model. 

 

Table 2.2: Geometrical parameters of the accelerometer design 

Wafer thickness  300 µm 

Seismic mass width  1.5 mm 

Seismic mass length  1.5 mm 

Beam width (top projection)  80 µm 

Beam length  1.35 mm 

Readout electrode/ gas film gap  3.1 µm 

Packaging pressure  10 mbar 

 

This study used an accelerometer of the type ADXL345, manufactured by ANALOG 

DEVICES. It is a small, thin, ultralow-power, three-axis accelerometer with high 

resolution (13-bit) measurement covering up to ±16 g [85]. The ADXL345 is a surface 

micro machined accelerometer [98] which uses the principle described above with a 

different mass configuration. A simple design of this type is shown in Figure 2.7 [99]. 
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Figure 2.7: A schematic view of a surface micromachined polysilicon accelerometer 

The data obtained from the accelerometer was analyzed with Matlab and the motion 

pattern of the orbital shaker was used for simulating the system. The accelerometer 

firmware used was a full resolution (13 bit) version with a 800 Hz sampling time setting. 

In order to reduce the noise sensed by the accelerometer, the data was analyzed after 

running the system for 30 s and also the average of every 100 data values was used to plot 

the acceleration diagrams.  

A set of collected data is presented in Table 2.3. The unit used for the acceleration is LSB 

(Least Significant Bit) which can be converted to mg by multiplying by 31.2 [85]. 

The software LabView was used for monitoring the acceleration. 

Table 2.3: A set of data collected from the accelerometer 

X Y Z 

-1568 895 -1115 

2797 768 1464 

2153 -2311 -817 

-1297 -289 -1577 

-44 1632 641 

2584 -992 70 

1020 -1606 -649 

-2023 195 -1578 

1755 1618 1848 

2645 -2228 -517 

-508 -974 -1436 

-1133 774 -343 

2460 317 1225 

1911 -2060 -710 

-1741 -154 -1638 
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281 2108 1291 

2593 -1372 182 

719 -1473 -719 

-2057 530 -1515 

2017 1541 1989 

2532 -2293 -705 

-797 -970 -1513 

-1213 1144 -322 

2619 330 1341 

 

2.3 Particle size distribution (PSD) 

One of the important parameters of two-phase flow is particle size [68]. Particle size 

distributions are divided into two types: discrete and continuous [68].  

In order to calculate the particle size distribution, the first step was to select a particle size 

measurement technique. This choice depends on the accuracy required and the 

circumstances. There is no general „best‟ method for PSD analysis. The best method in a 

particular case depends on the nature of the soil being analyzed, the purpose of the 

analysis, time constraints, and the equipment available. 

In this study the technique of multiple sieves was used. A stack of sieves is placed on top 

of a shaker with the coarsest sieve at the top and the finest one at the bottom (Figure 2.8). 

A pan is placed underneath the stack. A sample of granular material is placed on the top 

sieve and shaken for a fixed period of time at a fixed amplitude and pulse frequency. The 

material in each sieve is then weighed and the particle size distribution obtained. The 

complete procedure for this test is outlined in guidelines from the American Society for 

Testing and Materials (ASTM) C 136 [100]. 

 

Figure 2.8 a) A stack of sieves, schematic b) The stack of sieves on a shaker used in this 

study 
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The results from performing this test in the current study can be seen in Table 2.4. 

Table 2.4 Sieve analysis results 

Sieve mesh # Aperture 

Weight without 

sand (g) 

Weight with 

sand (g) 

Weight of sand 

(g) 

10 2 mm 434.9 436.6 1.7 

18 1mm 422.9 674.3 251.4 

35 500µm 422.2 1118.8 696.6 

60 250µm 395.1 1037 641.9 

120 125µm 355.7 471.6 115.9 

200 75µm 301.4 308.6 7.2 

Pan --- 334.5 335.5 1 

 

  

 

total 1715.7 

 

Sieve analysis results are commonly fitted by the log-normal distribution. Crow and 

Shimizu [101] present the probability density and cumulative distribution functions for the 

log-normal distribution thus: 

 

 
(2.18) 

where the mean (µ) and standard deviation (σ) are calculated as a function of the 

normalized diameter of the aggregate ( ) where  µm, thus: 

 
 

(2.19) 

 
 

(2.20) 

Using these equations, a log-normal diagram could be plotted, see Figure 2.9. The mean 

and standard deviation were = 0.69 and  = 0.68, respectively. In Figure 2.9 the crosslets 

represent the relative numbers of particles of a given size and the solid line is a log-normal 

model of the size distribution of the sand. 

Figure 2.10 is a photograph of the sand that was used in flat-surface experiments in this 

study. The heap has a linear region characterized by an angle of repose, s, which was here 

34°. The overall coefficient of static friction of the grains was calculated from this as µs = 

tan ( s) = 0.65. 
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Figure 2.9 The particle size distribution of the sand used in the current study. The crosslets 

signify the results of the sieving. The solid line is a log-normal fit with location and scale 

parameters = 0.69 and  = 0.68, respectively. 

 

 

Figure 2.10 An image of a pile of a ternary mixture of glass beads used in the current 

study on a flat surface. The slope of the pile is s = 34 . 
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2.4 Observations 

2.4.1  Flowing grains in a rectangular container 

The aim of the first set of experiments was to determine whether tilts occur in a rectangular 

container when an initially flat bed of sand is vibrated horizontally with (ωx/2π = 42 Hz 

and Ax = 10
-3

 m) and (ωy/2π = 25 Hz and Ay = 10
-3

 m). Figure 2.11 (a) and (b) illustrates 

instantaneous configurations after  = 5 s. The bed geometry became unstable, and the bed 

lost spatial symmetry by forming piles near the container walls. The particles moved down 

the outer surface of the piles and rearranged in a trough in the middle of the container. The 

north-south direction corresponds to the -axis. 

2.4.2  Free surface mapping 

It is not possible to reconstruct a 3D model from a single image of the container. However, 

an optical processing algorithm can create a 3D model from photographs taken at multiple 

known fixed locations.  

These types of algorithms are based on so-called edge detection. There are different edge 

detection algorithms, a few of whom have been developed for gray images. In this study, 

the main purpose of using this method is to give experimental results in a form that can be 

used to check the simulation results. The edge-detecting algorithm will now be described 

briefly. 

Unlike gray imagery that uses only color (black), color images have three color 

components (red, green and blue), making edge detection correspondingly more difficult. 

Recently, however, commercial software has been appearing that employs 3D color image 

processing in an accessible manner. For example, Autodesk recently released a scanning 

software called 123D Catch [102]. A 3D mesh of the instantaneous free surface of the sand 

in the container was obtained from a number of photographs that were taken with six 

synchronized cameras arranged around the container as shown in Figure 2.11(a). The said 

algorithm transformed a set of six 2D photos into a fully rendered 3D computer model of 

the instantaneous free surface of sand, see Figure 2.11 (b). Figure 2.11 (c) provides 

detailed, cross-sectional views of the free surface. It is comparable to looking into a loaf of 

bread by cutting it into thin slices. Figure 2.11 (d) represents the contours of the free 

surface of sand on the 7
th

 slice at . The position of this slice in the top view of the 

free surface is shown in Figure 2.11 (b). The dynamic angle of repose, , can be measured 

from Figure 2.11 (d). In this case,  = 29°. 



42 

 

Figure 2.11 (a) Multi-camera arrangement. Six cameras were located at the vertices of a 

regular hexagon with side length of 35 cm, R = 35 cm, and  = 60°. (b) An instantaneous 

free surface, obtained using Autodesk 123D Catch. The sampling slice is located at 

, where  is approximately 10 cm. (c) A set of cross-sectional views of the free surface of 

the sand in the container. (d) The contour of the free surface on the sampling slice shown 

in (b). 
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3 Results[103] 

3.1 Computer Simulations 

Figure 2.9 shows that the most common particle size was dp ≈ 500 µm. The size 

distribution and shape of the particles are important factors in the observed granular flows. 

However, the simulations were performed for one mixture of spherical grains with 

diameters dp1 = 500 µm, dp2 = 350 µm, and dp3 = 600 µm. The simulation of air-grain 

coupling defined an upper grain size limit for adequate air-grain coupling at 600 µm. 

3.2  Polydisperse aggregates 

In a polydisperse aggregate, both slipping and sticking motions may be observed. Sticking 

may cause the aggregates to fold and become considerably more compact. Figure 3.1(a) 

illustrates the sketch and grid for a simple granular aggregate that consists of three spheres 

with diameters dp1 = 500 µm, dp2 = 350 µm, and dp3 = 600 µm. The grid was made 

sufficiently fine to model regions with large stress and strain gradients. The coefficient of 

friction between the spheres was assumed to be µs = 0.65.  

 

Figure 3.1 (a) A polydisperse aggregate and its computational grid. The diameters of ball-

1, ball-2 and ball-3 are 500 m, 350 m, and 600 m, respectively. (b) Time evolution of 

the dimensionless velocities of the particles in the aggregate. At the end of the contact 

process, ball-2 and ball-3 stuck together. (c and d) Time evolution of the translational and 
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angular velocities of the particles in the aggregate. The two configurations are separated 

by  s. 

The coefficient of kinetic friction was assumed to depend on Vrel, which is the relative 

velocity of the surfaces in contact [80]. The value of this coefficient decreases with an 

increase in velocity, thus: 

  (3.1) 

where µd is the coefficient of dynamic friction and C is the exponential decay coefficient, 

which was not known in advance but was extracted from the data as described by 

Zamankhan [104]. The coefficient of dynamic friction was estimated from . 

In this work, µd was assumed to be 0.55.  

The finite-element method (FEM) [105] was used to predict the time evolution of the 

dimensionless velocities of the balls, as shown in Figure 3.1(b). The final configuration in 

Figure 3.1 (b) shows that “ball 2” and “ball 3” stuck together at the end of the interaction. 

Figure 3.1 (c) and (d) shows the time evolution of the translational and angular velocities 

of the balls in the aggregate. “Ball 2” was displaced in the x-direction and collided with the 

stationary “ball 3”. After this collision, the angular velocity of “ball 3” was in the opposite 

direction to “ball 2”.  

The dimensionless velocities of the ball centroids in the x- and y-directions as functions of 

time are shown in Figure 3.2(a) and (c), with squares, circles, and diamonds representing 

the dimensionless velocities of “ball 1”, “ball 2”, and “ball 3”, respectively. The 

dimensionless velocities in the x- and y-directions were defined as 

 
 

(3.2) 

  (3.3) 

Figure 3.2 (e) shows , defined as 

   (3.4) 

where  represents the particle angular velocity as a function of time. 
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Figure 3.2 (a) The computed dimensionless velocity of particles in the x-direction as a 

function of time using FEM. Here and in (c) and (e), squares, circles and diamonds 

represent the dimensionless velocities of “ball 1”, “ball 2”, and “ball 3”, respectively. (b) 

The computed dimensionless velocity of particles in the x-direction as a function of time. 

Here and in (d) and (f), the results were obtained with a simplified model. (c) The 

computed dimensionless velocity of particles in the y-direction as a function of time using 

FEM. (d) The computed dimensionless velocity of the particles in the y-direction as a 

function of time. (e) The computed angular velocity of particles in the z-direction as a 

function of time using FEM. (f) The computed angular velocity of particles in the z-

direction as a function of time. 

The contact dynamics of the particles in this simple polydisperse aggregate were also 

calculated by a simplified model [105]. The results are shown in Figure 3.2 (b), (d) and (f). 

The purpose was to assess the ability of the simplified model to predict complex flows of 

dense granular materials. Figure 3.2 shows a satisfactory agreement between the FEM 

results and the predictions of the simplified model. 
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3.3 Simulation of sand perturbed by an orbital 

shaker 

Simulations of a bed of air-immersed solid particles inside a polycarbonate plastic 

container were performed with the models described in the preceding sections. The time 

step used in the simulations was Δt = 10
-7

 s. The moving deforming mesh model where the 

node motion varied sinusoidally in time and space was used, and the ratio of the mean 

particle diameters to the minimum mesh size did not exceed 0.48. 

A mixture of spherical solid particles with diameters dpm = 500  µm, dps = 350  µm, and dpl 

= 600  µm was poured into the container to a height of hp0, see Fig. 6(a). The volume 

fraction of the smallest particles in the mixture was , that of the largest particles 

was , and the total solid volume fraction in the container was . The 

free surface of the solid particles was nearly flat at the start of the simulation. The 

container underwent orbital (horizontal) oscillations of the form of Equation (1.31) with 

(ωx/2π = 42 Hz and Ax = 10
-3

 m) and (ωy/2π = 25 Hz and Ay = 10
-3

 m).  

 

Figure 3.3 (a) The initial configuration of the solid particles used for the numerical 

simulation where hp0 = 3.5 cm. (b) The instantaneous configuration of the solid particles at 

t = 1 s, with Wb = 14 cm and Lb = 24. (c) The instantaneous configuration of the solid 

particles at t = 2 s. (d) The computed average particle velocity distribution on a y
„
z

„
-plane. 

Inset: the free surface and position of the plane, Ls = 11 cm. 

We compared the results in Figure 2.11 (a) and Figure 3.3 (c) and concluded that the model 

captured a number of salient features of the experiments. The Reynolds number of the 

granular bed is larger than 50, which justifies the use of LES for simulations of tilting 

granular flows. 
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3.4 Simulation of swirling granular flows 

Figure 3.4 (a) and (b) illustrates the initial configuration of sand before it undergoes 

horizontal vibration. Similar to the case described in the preceding section, a mixture of 

spherical solid particles with diameters dpm = 500 µm, dps = 350 µm, and dpl = 600 µm was 

used in the simulation. The volume fractions of the small, medium and large particles in 

the mixture were , , and , respectively. 

 

Figure 3.4 (a and b) The initial configuration of the solid particles used for the numerical 

simulation, where hp0 = 3.5 cm, H = 6 cm, Wb = 14 cm, Lb = 16 cm, hc = 3.2 cm, t = 0.2 

cm and Δhp= 0.3 cm. 

Figure 3.5 (a)–(c) shows instantaneous configurations of the particles after t = 2 s. Figure 

3.5 (d) depicts the computed average particle velocity field in the xy-plane, in the same 

position as in the video. A simple analysis of Figure 3.5 (d) reveals that the average spin 

rate of the particles was ωp = 15.7 rad/s, which was nearly constant; the system shown in 

the video, combined with the mathematical model used in this study, has the potential to be 

used as a viscometer for dense granular fluids. 
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Figure 3.5 (a–c) The instantaneous configuration of the solid particles at t = 2 s. (d) The 

computed average particle velocity field in the xy-plane at z1 = 3.22 cm. (e) The computed 

average particle velocity field in the xz-plane at y1 = 0. (f) The computed average air 

velocity field in the same xy-plane as (d). 

Figure 3.5 (e) shows the computed average particle velocity field in the xz-plane, 

indicating that a unique swirling-convection regime for granular flow was found in this 

study. Figure 3.5 (f) illustrates the computed average air velocity field in the xy-plane, 

similar to that in Figure 3.5 (d). As shown in Figure 3.5 (f), the air is being displaced in the 

negative x-direction due to the instantaneous acceleration of the container. However, the 

displacement of solid particles appears to be smaller, as shown in Figure 3.5 (d). 

The large granular bed Reynolds number computed for the swirling-convection regime 

indicates that it is necessary to use LES for accurately simulating complex granular flows. 
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4 Conclusions 

A general fruit powder product line has been considered. The advantages of adding value 

to the organic fruits in different points of view such as finance and reducing the percentage 

of the waste fruits discussed and the usefulness of the system has been proved. 

Different parts of the product line introduced and mathematical models that employing for 

design those parts (i.e. spray drier, cyclone collector) briefly discussed and introduced. 

Also recent works that has been done to adapt the design of those equipments briefly 

reviewed.  

As the last section of the every single product line is the packing system, the main focus of 

this study was study the behavior of the granular flow under specific vibrating condition. 

Because most of the recent studies just applied and studied this behavior under the vertical 

vibration, here, horizontal vibration applied to our experimental system.  

The acceleration that applied to system has been measured by ADXL345 accelerometer 

and applied in the models. A LabView software employed in order to observe the 

acceleration in a t live time. 

The horizontally vibrated air–grain system exhibited novel swirling granular flow. The 

granular bed Reynolds number is in the range 25 < Reslip ≤ 180, which indicates that the 

flow regime was turbulent. 

The new swirling-convection regime was simulated successfully with a Lagrangian 

(particle-based) method combined with LES. 

An optical processing algorithm was developed, which generated a three-dimensional 

model of the system from photographs taken at multiple locations at approximately the 

same time. Comparing the results from the experience surface scan with employing the 

image processing algorithm confirmed the CFD results. 

This image processing algorithm, combined with the Eu/La mathematical methods running 

on GPUs, is possibly the most interesting approach for future work on the development of 

a viscometer for dense granular fluids. 
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