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Abstract 

Nitrogen is incorporated in a plethora of biomolecules but is inaccessible to most life in the 

abundant dinitrogen form present in the atmosphere. Diazotrophs are a group of organisms 

that contain nitrogenase enzymes and are capable of pulling nitrogen out of thin air and 

catalyze it to ammonia. Within these nitrogenases are exotic metal clusters that perform the 

catalysis in an ATP dependent process. Despite decades of studies into these enzymes, 

crucial details such as the substrate binding site and method of catalysis is still unknown. 

Theoretical studies have attempted to resolve these problems, but most of them have not 

accounted for the protein environment. By using QM/MM methodology, the cofactors 

FeMoco of molybdenum nitrogenase and FeVco of vanadium nitrogenase were modeled 

within their respective protein environments and their resting states characterized with 

respect to overall charge, protonation state and electronic structure. A recent crystal structure 

of vanadium nitrogenase, postulated to contain a bridging NH ligand derived from 

dinitrogen, was studied. Finally, CO inhibited FeMoco in its protein environment was 

studied to shed light on its mechanism of inhibition.  

Útdráttur 

Nitur má finna í fjölmörgum lífefnum en er óaðgengilegt flestum lífverum í því formi sem 

finna má í andrúmsloftinu. Lífverur sem geta smíðað ensímið nítrógenasa geta notfært sér 

nitur í andrúmslofti og hvatað það í ammóníak. Í nítrógenasa má finna flókna hjálparþætti 

sem framkvæma hvötunina í gegnum ATP drifið ferli. Þrátt fyrir áratuga rannsóknir á 

þessum ensímum, þá er ekki enn búið að leysa ráðgátur eins og hvar nitur binst og hvernig 

því er umbreytt í ammóníak. Kennilegar rannsóknir hafa reynt að varpa ljósi á þessar 

ráðgátur en afar fáar þeirra hafa tekið með í reikninginn áhrif prótínumhverfis hjálparþáttana. 

Fjölskala reiknilíkan (QM/MM) af mólybdenum-járns prótíni mólybdenum nítrógenasa og 

vanadíum-járn prótíni vanadíum nítrógenasa var smíðað og sýnt fram á hleðslu hjálparþátta 

þessa prótína, staðsetningu róteinda og rafeindabyggingar. Einnig var nýbirt kristalbygging 

af vanadíum-járn prótíninu, sem talin var gefa til kynna brúandi NH hóp á hjálparþætti þess, 

rannsökuð. Að lokum, þá var kolmónoxíð binding við hjálparþátt mólybdenum-járns 

prótínsins rannsökuð til að skilja hvernig hindrun kolmónoxíðs eigi sér stað. 
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1 

1 Introduction 

 

1.1 Biological nitrogen fixation 

Without nitrogen, life as we know it would not exist. The element is essential for the normal 

function of all organisms as it is incorporated into deoxyribonucleic acids (DNA), 

ribonucleic acids (RNA), proteins and other important biomolecules. Comprising around 

78% of earth’s atmosphere in the form of dinitrogen, it is certainly not rare. Most organisms 

are though unable to use the atmosphere as a source of nitrogen and must acquire it by other 

means. Humans, as an example, are forced to acquire bioavailable nitrogen (commonly 

referred to as “fixed nitrogen”) from food. The reason for the inability of organisms to 

incorporate nitrogen from the air and use it is due to the strong triple bond of dinitrogen, 

which is one of the strongest bonds known for a diatomic molecule. The reduction of 

dinitrogen to ammonia (a form of fixed nitrogen) is exothermic. The key step in synthesizing 

fixed nitrogen is thus to overcome the high reaction barrier associated with dinitrogen’s triple 

bond. Almost all fixed nitrogen on Earth is made in one of three following pathways. 

The first pathway is through geochemical processes and it accounts for approximately 10% 

of all biologically available nitrogen on Earth. One such geochemical process happens 

during thunder storms, but the great energy released can cause molecular oxygen and 

dinitrogen to react and form nitrous oxides. These nitrous oxides can then react with water 

and form nitric acid or nitrous acid, but these acids seep into the soil and can be absorbed by 

life.1 

The second pathway is through industrial nitrogen fixation and it accounts for 30% of all 

nitrogen fixed on Earth. It is though not until the beginning of the 20th century that this 

pathway started to contribute to the global pool of fixed nitrogen. The dominant way for 

fixing nitrogen industrially is through the Haber-Bosch process. In this process, dinitrogen 

and molecular hydrogen are reacted at high temperature and pressure in the presence of a 

metal-based catalyst forming ammonia. The Haber-Bosch process is still in use today as it 

is very efficient but requires high temperature and pressure. Due to these requirements, it 

accounts for 2-3% of all energy used in the world.1 

The third pathway is through biological nitrogen fixation and it accounts for 60% of all fixed 

nitrogen on Earth. Just as mountaineers succeeded climbing Mt. Everest, organisms found a 

way to climb the mountain of dinitrogen activation. These organisms are termed diazotrophs 

and are a remarkable group of prokaryotes that can use the atmosphere as its sole nitrogen 

source. Diazotrophs can proliferate without any need for fixed nitrogen compounds in its 

environment and provide or are themselves a source of nitrogen for other organisms. 

So, one might ask: “But how do these small, seemingly simple, prokaryotes do it?” 
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The answer is not so simple. The quest for understanding how Nature fixes atmospheric 

dinitrogen started approximately 200 years ago when scientists contemplated whether the 

root nodules of legumes were capable of nitrogen fixation. It is not until 1888 that Hellriegel 

and Wilfarth demonstrated the ability of root nodules of legumes to be capable of fixing 

nitrogen, with Beijerinck isolating the responsible bacteria of the root nodules later that 

year.2 At the end of the 19th century, Hiltner developed a method to use nitrogen fixing 

bacteria from pure bacterial cultures as a biological catalyst for nitrogen fixation, but the 

results varied greatly with soil types.1 The method never took off and was replaced with 

industrial methods in the early 20th century and in particular the Haber-Bosch process. 

There was one problem with research on biological nitrogen fixation at this timepoint. There 

was no generally accepted method to measure the capabilities of bacteria to fix nitrogen. 

This was solved in 1928 with Meyerhof and Burk.3 They introduced a new medium that did 

not contain any source of nitrogen for growing bacteria. This meant that bacteria grown on 

this medium could only grow if they had the ability to fix atmospheric dinitrogen and this 

method is in fact still widely used today. 

With a method of detecting growth of bacteria in a nitrogen-free medium, a series of 

discoveries were made.  In 1930 and 1936 Bortels realized that molybdenum4 or vanadium5 

would increase the activity of nitrogen fixation and in 1942 Burris suggested that the final 

product of biological nitrogen fixation would be ammonia but not hydroxylamine, as was a 

popular hypothesis at that time.6 In 1960, the first cell-free solution was shown to be capable 

of nitrogen fixation7 and in 1966 the enzyme nitrogenase was identified to be a protein 

complex made from two smaller proteins,8 now known as the iron protein (Fe protein) and 

the molybdenum-iron protein (MoFe protein). This timepoint is usually referred to as the 

beginning of biochemical studies of nitrogenase.2 

In 1985 Lowe and Thorneley published kinetic studies on the reduction of dinitrogen by 

molybdenum dependent nitrogenase. They proposed that the catalytic mechanism is an 

eight-step process, where each step requires one electron and one proton, yielding ammonia 

and one molecule of dihydrogen as the final product. In 1992, the crystal structure of the Fe 

protein was reported, revealing an Fe4S4 cluster9 (Figure 1) and a year later, in 1993, the 

crystal structure of the MoFe protein was reported.10 The crystal structure of the MoFe 

protein had a low resolution of 3.0 Å but revealed the presence of two exotic metal-sulfur 

clusters, the P-cluster an Fe8S8 cluster (Figure 1)  and the iron molybdenum cofactor 

(FeMoco), a [MoFe7S9-R-homocitrate]n cluster (Figure 1). With an available crystal 

structure, structural and computational mechanistic studies could now be performed.  

In a rather surprising turn of events, when a high-resolution crystal structure (1.16 Å) of the 

MoFe protein was solved in 2002, a central ligand was found in FeMoco. This central ligand 

could only be carbon, nitrogen or oxygen based on the electron density of the ligand in the 

crystal structure.11 The resolution was not good enough to distinguish between the three 

possibilities and it would take another 9 years until this mystery was unraveled. In 2011, an 

atomistic resolution crystal structure of the MoFe protein was reported alongside the results 

of an electron spin echo envelope modulation experiment (ESEEM)12 and iron X-ray 

Emission Spectroscopy (XES) experiments interpreted via Density Functional Theory 

(DFT) calculations.13 The result was that the central ligand of FeMoco is undoubtedly a 

carbide. At this timepoint, all structural aspects of Mo-nitrogenase, except perhaps proton 

placement in the crystal structure, are known.  
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Recently, a crystal structure of the vanadium-iron protein (VFe protein) of the vanadium 

nitrogenase with a resolution of 1.35 Å was reported, or 25 years after the structure of the 

MoFe protein was solved. Interestingly, a four atom ligand, likely nitrate or carbonate, was 

found as a bridging ligand instead of a sulfide (Figure 1).14 Very recently, in 2018, a crystal 

structure of a VFe protein under turnover conditions at a resolution of 1.20 Å was reported. 

The crystal structure contained a light atom, possibly a nitrogen or an oxygen, as a bridging 

ligand between two irons, possibly revealing for the first time a catalytic reaction 

intermediate of a nitrogenase.15  

1.2 The structure of nitrogenase 

All diazotrophs that reduce dinitrogen to ammonia contain one or more nitrogenase. 

Nitrogenases are multiprotein constructs that come in three forms that are named after the 

heterometal (or the lack of it) found in the active site. The nitrogenase enzyme that has been 

most extensively studied is the molybdenum nitrogenase.  The enzyme in its active form 

comprises the MoFe protein that contains the active site and the Fe protein, a reductase, that 

shuttles electrons to the MoFe protein. Similarly, the vanadium nitrogenase contains a VFe 

protein and Fe protein, and the iron only nitrogenase contains a FeFe protein and Fe protein. 

 

Figure 1: a) The molybdenum nitrogenase complex (both Fe protein and MoFe protein) 

showing the dimer nature of the enzyme under turnover condition. b) the position of the iron-

sulfur clusters in the Fe protein and in the MoFe protein.   

The Fe protein is a α2 homodimer that contains a single [Fe4S4] cubane (Figure 1). It is ligated 

to the protein through cysteine ligands. It is believed to be similar in all three types of 

nitrogenases, but the crystal structure from molybdenum nitrogenase is the only one to have 

been solved, as well as being the most extensively studied.16 It fulfills its role as a reductase 

by transporting electrons from an electron carrier such as the ferredoxin protein to the active 

site through an ATP-dependent process. The Fe protein also plays an important role in the 

maturation of nitrogenase and to date it has two known functions in that process. Firstly, it 

is vital for the insertion of molybdenum and homocitrate into the unmatured MoFe protein.17 
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Secondly, the precursor of the P-cluster in the MoFe protein is a [Fe4S4] cluster but the Fe 

protein is necessary for maturation of the Fe4S4 to the P-cluster.18 If a cellular extract that 

does not contain Fe protein but does contain unmatured MoFe protein and cellular extract 

(which contains the necessary molecules for P-cluster formation), the ability to reduce 

dinitrogen is saved when the Fe protein is added.16  

The MoFe protein of the molybdenum nitrogenase has been most extensively studied of the 

three nitrogenases and multiple crystal structures from multiple organisms exist. The 

available crystal structures are all similar and the MoFe protein from different organisms 

show that the overall structure is conserved.19 The MoFe protein itself is an α2β2 

heterotetramer that contains two metallocofactors and single iron ion20 in each dimer, (Figure 

1). The P-cluster resembles two fused [Fe4S4] cubanes and contains eight ferrous iron ions, 

as shown by Mössbauer,21,22  and seven inorganic sulfides [Fe8-S7] in its reduced state (Pn). 

It is ligated to the protein environment via six cysteine residues. The role of the P-cluster is 

to transport electrons from the Fe protein to FeMoco, the active site. FeMoco contains seven 

iron ions of mixed valence, one molybdenum ion, nine sulfides, a single carbide and 

homocitrate [Mo-7Fe-9S-C-R-homocitrate]. One can think of FeMoco as two iron sulfur 

cubanes that have been fused together with a carbide at its center with three bridging sulfides 

and one iron exchanged for molybdenum. FeMoco is ligated to the protein environment 

through a histidine residue and a cysteine residue. FeMoco is unique and similar molecules 

have not been found in Nature outside of the nitrogenase family.  

 

Figure 2: The cofactors of nitrogenase, a) FeMoco and the residues that ligate it to the MoFe 

protein, b) FeVco and the residues that ligate it to the VFe protein and c) a possible struture 

of FeFeco, but as no crystal structure exists, the structure is speculative. 

The V nitrogenase has been studied somewhat less than its Mo counterpart. In its active form 

it comprises of the Fe protein, which is thought to be similar to the one of the Mo nitrogenase, 

and the VFe protein. The VFe protein is different from the MoFe protein as it is an α2β2γ2 

heterohexamer and has a magnesium ion at the intersection of the two dimers, instead of 
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iron.14 The interstitial atom in FeVco is a carbide23 but differs from FeMoco as it contains a 

bridging four-atom ligand (instead of sulfide) which is assumed to be either nitrate or 

carbonate (Figure 2). 

The iron only nitrogenase is like its molybdenum and vanadium counterparts but has 

received much less attention as it is less catalytically active. It comprises of the Fe protein 

and the FeFe protein that contains the P-cluster and FeFeco. The FeFe protein is a α2β2γ2 

heterohexamer, like the VFe protein.24 Sadly, no crystal structure exists but the cofactor is 

thought to be similar to its vanadium and molybdenum counterparts. A speculative structure, 

based on what is known about FeFeco, is demonstrated in Figure 2. 

1.3 Nitrogenase as a catalyst 

For the molybdenum nitrogenase, the stoichiometry for ammonia formation is: 

N2 + 8 e- + 8 H+ + 16 MgATP → 2 NH3 + H2 + 16 MgADP + 16 Pi 

Surprisingly, a single molecule of dihydrogen is evolved for each molecule of dinitrogen. 

This obligatory formation appears to be part of the mechanism of ammonia formation and 

according to the kinetic studies of Lowe and Thorneley, dihydrogen is formed as dinitrogen 

binds. This has led to a proposition of a reductive elimination of two hydrides prior to the 

binding of dinitrogen to FeMoco.25 In this mechanism, the electrons are stored as hydrides 

(and protons may be present either on FeMoco or in the protein environment to counter the 

increased overall negative charge).  

Not only is the MoFe protein a nitrogenase but it is also a hydrogenase. If no dinitrogen is 

present, or under low electron flux conditions, then it catalyzes the reduction of protons to 

hydrogen quite efficiently. Interestingly, if enough hydrogen is present it can act as a 

competitive inhibitor for the reduction of dinitrogen.26 For vanadium nitrogenase, the 

stoichiometry is rather different. It seems that vanadium nitrogenase requires more energy 

and electrons for ammonia formation and with the overall reaction yielding more 

dihydrogen, for unknown reasons.27 

N2 + 12 e- + 12 H+ + 24 MgATP → 2 NH3 + 3 H2 + 24 MgADP + 24 Pi 

Iron-only nitrogenase seems to require even more energy than its vanadium and 

molybdenum counterparts, with 42 ATP required for the reduction of dinitrogen to 

ammonia.28 

 N2 + 21 e- + 21 H+ + 42 MgATP → 2 NH3 + 7.5 H2 + 42 MgADP + 42 Pi 

This is though controversial, and it has also been proposed that for each molecule of 

dinitrogen that is reduced, nine molecules of hydrogen are evolved. Additionally, hydrogen 

is formed when dinitrogen is bound.29 

Considerable effort has gone into elucidating the reaction mechanism of the nitrogenase 

enzymes with the molybdenum nitrogenase being most extensively studied. The first kinetic 

model proposed for the molybdenum nitrogenase, which is still accepted to date, is the 

Lowe-Thorneley kinetic scheme (Figure 3).30 
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Figure 3: Lowe-Thorneley scheme adopted from Sippel et al.15 

In the Lowe-Thorneley scheme, each electron transfer to FeMoco is coupled with a proton 

transfer that takes eight steps, or more accurately, one step for each electron-proton coupled 

transfer to FeMoco. During steps from number two to four, it is possible for FeMoco to relax 

and release dihydrogen. At step number four (or possibly as early as step number three), a 

molecule of dinitrogen is bound whereas dihydrogen is formed. At this point, it is possible 

to reverse the reaction25 but as soon as step number five is reached, the reaction will continue 

until its end.  

The current model for electron transfer in the Mo nitrogenase is the deficit spending model.31 

An electron from the P-cluster is shuttled to FeMoco first when the Fe protein binds to the 

MoFe protein. The P-cluster is then reduced in an ATP dependent process by the Fe protein 

with the dissociation of phosphate being the overall rate-limiting step. 
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The formation of ammonia can be inhibited by wide variety of bimolecular inhibitors in 

nitrogenases. The inhibitor that has been most extensively studied is carbon monoxide, 

which is a non-competitive inhibitor for nitrogenase. In the case of FeMoco, CO can only 

bind to FeMoco under electron flux conditions. As it is a non-competitive inhibitor, it is an 

indication that either CO binds to a different site on FeMoco or earlier than dinitrogen in the 

Lowe-Thorneley scheme.32 There are at least four characterized CO inhibited states that have 

been found by altering partial pressure of CO, electron flux via variable MoFe/Fe protein 

ratio and time33–37, but all the states have it in common that there must be an electron flux to 

FeMoco. In the case of FeVco, it can bind CO in its resting state38 and interestingly, it can 

use it as a substrate and reduce it to hydrocarbons under electron flux.39  

Nitrogenases are also capable of reducing various other substrates such as acetylene and 

diazene.40 The ability to reduce acetylene to ethylene is widely used to measure nitrogenase 

activity, as it can be troublesome to measure nitrogen reduction with respect to ammonia 

produced. Although the measurement has become a standard in activity assays, it is probably 

reduced in a different manner than the biological substrate dinitrogen as there is evidence 

for acetylene being reduced at an earlier stage than dinitrogen.41 

Many point mutation studies have been performed on the MoFe protein that have identified 

numerous residues important for ammonia formation. One such mutation is the substitution 

of a histidine residue close to FeMoco (His195) for a glutamine residue. This change stops 

ammonia formation but acetylene is still reduced and hydrogen formed.42 Also, expressing 

FeMoco in the VFe protein causes FeMoco to show increased reactivity towards CO, which 

is otherwise a characteristic feature of FeVco.43 This emphasizes the importance of the 

protein environment for the catalytical properties of FeMoco and probably FeVco as well. 

This perhaps demonstrates the importance of accounting for the protein environment if one 

wants to model either FeMoco or FeVco computationally, as the reaction capabilities of the 

cofactors are heavily influenced by it. Many computational studies have been performed on 

FeMoco and FeVco, and although insightful, the protein environment has in most studies 

not been accounted for.44–48 This is a consequence of it being computationally expensive to 

describe the FeMoco and FeVco as well as the surrounding protein environment. One way 

of bypassing this is to model nitrogenase by using computational methods that allow for an 

accurate description with quantum mechanics of the cofactor along with important 

surrounding residues, while describing the rest of the protein environment with 

computationally cheaper molecular mechanics. This methodology is referred to as Quantum-

Mechanics/Molecular-Mechanics (QM/MM)49,50 and its inventors were awarded the Nobel 

Prize in chemistry in 2013. Most of the work performed in this thesis utilizes this 

methodology to describe FeMoco and FeVco accurately in their respective protein 

environment.  
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1.4 Goals 

The purpose of this thesis is to shed light on the properties of FeVco and FeMoco within 

their respective protein environment. This is achieved by carefully comparing calculations 

to experimental data. Only by having a good idea of how the resting state and other well 

characterized states are is it possible to make predictions on properties of other less known 

states. This thesis discusses the following: 

¶ The electronic structure and protonation state of the resting state FeMoco and FeVco 

via comparison of QM/MM optimized structures with available experimental data. 

¶ Electronic structure and IR properties of FeMoco inhibited by one CO in a bridging 

position between Fe2 and Fe6 by comparing experimental crystallography and IR data 

to calculated data within a QM/MM model. 

¶ The nature of the bridging ligand in a new turn-over VFe protein crystal structure. It 

was shown by crystallography to contain either a nitrogen or oxygen and postulated 

to be a dinitrogen substrate derived species. Using QM/MM calculations, the nature 

of this bridging ligand is revealed.  

¶ Understanding the “non-Hund” electronic configuration of the molybdenum ion in 

FeMoco via studies of the electronic structure of model complexes.
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2 Theory 

2.1 Molecular mechanics 

As quantum mechanical methods (wavefunction and density functional theory, discussed in 

sections 2.2 – 2.5) are computationally too expensive to describe large systems such as 

proteins, one solution is to use molecular mechanics (MM) to describe such systems. Atoms 

are the smallest particles in MM and electrons and nuclei are not described separately. 

Therefore, MM cannot describe chemical reactions. The total energy of a molecule is defined 

as the sum of covalent and non-covalent interactions and can be expressed by an equation 

such as the one below.51 

Equation 1 
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Where Ὧ, Ὧ and Ὧ  are force constants, Ὠ and — are equilibrium constants, ή and ή 

are partial charges of two interacting particles, ὶ  is the distance between the two interacting 

particles, δ is a periodic constant, ‐  is the depth of a Lennard-Jones potential and „  is 

the distance where inter-particle potential is cut-off. The covalent interactions are described 

by bond stretching, angle distortion and dihedral strain while the noncovalent interactions 

are described by van der Waals interactions and electrostatic interactions via Coulomb’s law.  

Another drawback with using molecular mechanics to describe chemical systems is that each 

parameter needs to be fitted to experimental data (or to data from quantum mechanics (QM) 

methods). The parameters are usually different for atoms in various molecules, as a carbon 

atom in a carbonyl group does not behave in the same way as a carbon in an alkyl halide. 

This introduces a term, atom type, for atoms in a molecule. As there are a lot of atom types 

and each of these atom types has multiple constants, a collection of them is termed a 

forcefield. As there is no consensus what the best parameter is for each atom type, there exist 

numerous force fields for biomolecular systems. The forcefields are generally designed for 

a particular type of molecules, such as protein, DNA, sugars, lipids and etc.   

Water requires special mentioning, as this seemingly simple molecule is difficult to model 

properly with forcefields. As water is usually in the role of a solvent, there are two ways to 

approach this problem. Firstly, by implicit solvation where water molecules do not have 

specified coordinates but are simulated as continuous medium instead, such as COSMO.52 

Secondly, there is explicit solvation where water molecules have defined coordinates. In 

explicit solvation, water can be described by different number of sites. A three-site water 

model would for example have a pointcharge for each atom in the molecule. Additional sites 

would then add additional charges that in theory give more realistic water molecules, albeit 

increasing the computational. An example of a three-site water molecule is the Transferable 
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Intermolecular Potential 3P (TIP3P) water model.53 A TIP3P water molecule is rigid, 

meaning that internal coordinates are frozen, which is justified by reduced computational 

cost.54 It contains only intermolecular parameters for LJ and electrostatic interaction on its 

three atoms (as implemented in the CHARMM forcefield).55 

2.2 The Schrödinger equation 

MM forcefields takes one only so far. To be able to describe properties of atomic or 

molecular systems from first principles without empirical parameters, one needs to apply 

quantum mechanics and consider the wavelike properties of the electrons surrounding a 

nucleus or nuclei. The time-independent Schrödinger equation describes the state of a 

chemical system and can be written as an eigenvalue problem: 

Equation 2 

Ὄ‪ Ὁ‪ 

where Ὄ is the Hamiltonian operator and ‪ is the time-independent wavefunction whereas 

Ὁ is both the energy of the system and the eigenvalue of the Hamiltonian operator. The 

Hamiltonian is: 

Equation 3 
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where Ὕ  is the kinetic energy of the nuclei, Ὕ  is the kinetic energy of the electrons, 

ὠ ȟ  is the nuclear-electron attraction, ὠ ȟ  is the nuclear-nuclear repulsion and 

ὠ ȟ  is the electron-electron repulsion. The Hamiltonian that has i number of electrons 

and k number of nuclei in full is: 

Equation 4 
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where ά  is the mass of the k-th nucleus, ὤ is the charge of the k-th nucleus and ὶ is the 

inter-particle distance. The Hamiltonian can be simplified with the Born-Oppenheimer 

approximation. The Born-Oppenheimer approximation assumes that since the electrons are 

much lighter and move much faster than the heavy nuclei, then the nuclei can be assumed to 

be stationary with respect to the electrons.56 The Hamiltonian can be written as as: 

Equation 5 
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where 
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Equation 6 
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and 

Equation 7 
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which gives the electronic Schrödinger equation within the Born-Oppenheimer 

approximation: 

Equation 8 

Ὄ ‪ Ὁ ‪  

Although the Born-Oppenheimer approximation simplifies the Schrödinger equation 

somewhat, it is still analytically insolvable for systems with more than one electron due to 

the nature of Schrödinger equation being a many-body problem. This is the result of the 

electron-electron repulsion term in the Hamiltonian. When one electron moves then all other 

electrons will be affected by that movement instantaneously, which will in turn affect the 

electron that moved. This is problematic and prevents an analytical solution. 

However, the problem of solving the Schrödinger equation numerically is made possible by 

the variational principle:57 

Equation 9 

‪᷿ᶻ Ὄ‪ Ὠ†

‪᷿ᶻ ‪ Ὠ†
Ὁ Ὁ 

Where ‪  is a trial wavefunction and ‪ᶻ  is the complex conjugate of the trial 

wavefunction whereas Ὁ  is the energy of the trial wavefunction and Ὁ is the energy of 

the ground state wavefunction. This means that it is impossible to obtain a lower energy than 

the true energy of the system studied and makes it possible to search for the correct 

wavefunction by systematically guessing or improving the trial wavefunction, using the total 

energy of the system as a guide.  

2.3 Hartree-Fock theory 

The Hartree-Fock approximation makes an n-electron wavefunction for a molecule from n 

number of single electron wavefunctions.51 

Before the Schrödinger equation can be solved within Hartree-Fock theory, there are a few 

things to consider. Firstly, as relativity is not included in the Schrödinger equation (one 

would need to invoke the Dirac equation for that), then spin must be introduced in an ad-hoc 
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manner. Secondly, the Pauli exclusion principle states that any two electrons cannot have all 

quantum numbers equal. And finally, the wavefunction must be antisymmetric, using Slater 

determinants as a wavefunction, these criteria can be satisfied.  

The wavefunction of the total system is the Slater determinant of all one-electron functions 

that is the product of the combined spatial orbital and spin function (α or β), which are 

commonly known as spin-orbitals. The antisymmetric n-electron wavefunction as a Slater 

determinant would be: 

Equation 10 
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As the total wavefunction    is dependent on single electron wavefunctions, then the 

problem of electron-electron interaction is not solved. In Hartree-Fock theory, each electron 

experiences an average electron repulsion from all other electrons, a mean field. This 

approximation is reasonable but does not account for instantaneous electron-electron 

interaction.  

It is now possible to construct a trial wavefunction that satisfies the conditions mentioned 

above, it is possible to vary the spin-orbitals of the Slater determinant until one reaches the 

lowest possible energy. This is accomplished by solving the Hartree-Fock equations: 

Equation 11 
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where Ὢ is the Fock operator that is: 

Equation 12 

Ὢ Ὤ ὐ ὑ  

where Ὤ is the single electron Hamiltonian, ὐ is the Coulomb operator, ὑis the exchange 

operator, and Ὦ is the number of spin-orbitals. When numerically solving the Hartree-Fock 

equation through self consistent field (SCF), the energy is minimized. When the energy stops 

decreasing to a certain value, then it is said that the trial wavefunction has converged. 

The final obtained energy with a converged wavefunction is: 

Equation 13 
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where Ὤ, ὐ, and ὑ , are the matrix elements for the 1-electron, Coulomb, and exchange 

integrals, respectively. 

The wavefunction obtained with HF cannot be exact, except for one-electron systems, as the 

electron-electron interaction is calculated in a mean field manner. The difference between 

the exact energy and the HF energy is the correlation energy: 

Equation 14 

Ὁ Ὁ Ὁ  

Post-HF methods, and other wavefunction theory methods include electron correlation. 

Typically, this is done employing excited Slater determinants in the wavefunction. This will 

not be discussed further in this thesis. 

2.4 Basis sets 

Both Hartree-Fock and Density Functional Theory (discussed in next chapter) use linear 

combination of atomic orbitals (LCAO) to generate molecular orbitals, that are then 

modified iteratively to converge to the lowest total energy state. For n atoms with atom-

centered basis functions: 

Equation 15 

‰ ὧ…  

where ‰ is the molecular orbital, ὧ  is a coefficient, …  is the basis function. When 

numerically solving HF and DFT equations, two common types of basis functions are (in 

molecular quantum chemistry) the Slater-type orbitals (STO), which are based on Ὡ , and 

the Gaussian-type orbitals (GTO), which are based on Ὡ . Generally, GTOs are used in 

many QM chemistry programs as they are computationally more straightforward than 

performing calculations with STOs which exhibit properties that are closer to the 1-electron 

hydrogen atom. A GTO in cartesian coordinates is: 

Equation 16 
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A linear combination of GTOs approximates STO behavior which can be written as: 

Equation 17 

ʔ Ὠ•  

where ʔ is the linear combination of GTO and is commonly referred to as the contracted 

Gaussian function, Ὠ  is a contraction coefficient and • are the original GTOs and are 

commonly referred to as primitive Gaussians. It is the fixed linear combination of the 
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primitive Gaussians that make up the contracted Gaussians that make up the molecular 

orbital. 

In theory, if one would have an infinitely large basis set, one could describe a molecular 

system completely. In practice, limited basis sets are used and basis set families have been 

constructed that systematically approach the basis set limit.  

When dealing with a big molecular system, it is often not feasible to use the largest basis set 

available, as the computational cost increases quickly with the number of basis functions. 

The smallest basis sets are termed minimal basis sets where only one basis function is used 

for each orbital (in Equation 15, n = 1). In this sense, the first-row elements would be 

described with one function (1s) while the second-row elements would be described with 

five functions, one for each orbital (1s, 2s, 2px, 2py, 2pz). Generally, the size of basis sets is 

described by a prefix and then a Z and this minimal basis set could be termed SZ. When 

increasing the basis set, additional functions are added to each orbital. Doubling the amount 

of basis set functions for each orbital gives a DZ basis set while tripling the functions for 

each orbital gives a TZ basis set. Simply put, for an element in the second row, SZ gives 5 

functions, DZ gives 10 functions and TZ gives 15 functions. 

When dealing with heavy atoms, it is usually the valence electrons that are of chemical 

interest, while the core electrons are relatively inert. Thus, it is possible to describe each of 

the core orbitals with a single function while describing the valence electrons with TZ basis 

set. The basis sets that are designed like this are termed split-valence basis sets. 

Alternatively, another way of dealing with the core electrons is to describe them by an 

effective core potential.  

Another attribute that that can be given to basis sets is orbital polarization. In this case 

additional basis functions with higher angular quantum number than the highest valence 

orbitals. These basis functions polarize the final molecular orbital. An example would be 

adding a 2p orbital(s) when dealing with hydrogen or adding a 3d orbital(s) when dealing 

with fluorine. In this way the complex bonding situation of molecules are described in a 

better way. 

2.5 Density functional theory  

Density functional theory (DFT) approaches the description of a molecular system from a 

completely different angle than Hartree-Fock theory. Instead of describing a molecular 

system as a wavefunction, DFT postulates that the ground state energy can be expressed as 

the electron density of the ground state via functionals. A functional is a function that acts 

on a function, yielding a number. One can think of the total energy of a system being a 

functional, which acts on the given electron density associated with it. 

In 1964 Hohenberg and Kohn proved the existence of such a universal functional that can 

describe the electron density and that it follows the variational principle.58 Although this 

universal functional has been proven to exist, its form remains unknown. This is the reason 

why many different functionals exist with different characteristics, but none being the true 

one. As a variational principle for DFT exists, it is possible to iteratively find the electron 

density with the lowest energy, that should approach the true ground state density. Density 

functional theory is not variational in the same sense as HF due to approximations introduced 

below. 



15 

A density functional must take into account many of the same components as the 

Schrödinger equation and can be written as: 

Equation 18 

Ὁ”ὶ Ὕ ”ὶ ὠ ȟ ”ὶ ὠ ȟ ὠ ȟ ”ὶ  

where ”ὶ is the electron density of the system, Ὕ  is the electron kinetic energy 

functional, ὠ ȟ  is the electron-nuclear attraction functional, ὠ ȟ  is the electron-

electron repulsion functional and ὠ ȟ  is the nuclear-nuclear repulsion. As ὠ ȟ  

remains a constant in a SCF procedure, it is left out in following discussion. Initially, Thomas 

and Fermi made attempts59,60 at deriving the Ὕ  term in forms of the density alone, but the 

Kohn-Sham derived Ὕ  will be used here. It describes the kinetic energy in terms of 

orbitals like in HF theory61. For an n-electron system, the density derived from the orbitals 

is: 

Equation 19 

” ὶ ȿ‰ȿὨί 

where ȿ‰ȿ is the probability function of the orbital and Ὠί indicates that it is integrated 

over the coordinate of each spin-orbital. By assuming that the system of non-interacting 

electrons and interacting electrons have the same density, that is ” ὶ is equal to ”ὶ and 

that ὠ ȟ ”ὶ  can be split into ὐ”ὶ  (Coulomb interaction) and Ὁ ”ὶ  (exchange 

correlation), Equation 20 is obtained:  

Equation 20 

Ὁ”ὶ Ὕ ”ὶ ὠ ȟ ”ὶ ὐ”ὶ Ὁ ”ὶ  

where three out of four terms on the righthand side can be derived as:  

Equation 21 

Ὕ ”ὶ
ρ

ς
ἂ‰ȿɳ ȿ‰ἃ 

Equation 22 
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ὶ
Ὠὶ 

Equation 23 
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The problematic term Ὁ ”ὶ  cannot be written down exactly. Ὁ ”ὶ  contains the 

terms for the instantaneous electron-electron interaction, exchange effects and the error in 

the kinetic energy term for assuming that the electron density of non-interacting electrons is 

the same as for interacting electrons. The existential proof on the other hand clearly states 

though that there exists a functional that accounts for exchange and correlation. 

The  Ὁ ”ὶ  term is unknown, and it is why DFT comes in many different variants. 

Finding the exact Ὁ  or finding a way to approximate it adequately has warranted a lot of 

research in DFT. As Ὁ  is constructed from correlation and exchange components, it is 

possible to separate it into these two components. One way to deal with this is to assume that 

the electron density is distributed equally throughout the system, like a uniform electron gas, 

with the local density approximation (LDA) and derive the correlation and exchange 

components from that. LDA DFT functionals do not perform well for molecules as the 

electron density in molecules is not uniform. The next logical step in development of DFT 

was to account for non-uniformity and derive the exchange and correlation terms for that. 

The general gradient approximation (GGA) incorporates the gradient of the density in the 

functional. An example of an exchange functional is the Becke88 functional62 which is then 

paired with an correlation functional such as Perdew86 functional63 that makes a popular 

GGA functional BP86. 

The problem with the exchange functional behavior in Kohn-Sham DFT is that the Coulomb 

interaction of the electron interacting with itself is not cancelled out in the same manner as 

for HF theory. This error is referred to as the self-interacting error (SIE). It is possible to 

account for the error somewhat by introducing the correct HF exchange correlation behavior, 

as originally proposed by Becke.64 Functionals of this type are termed hybrid DFT 

functionals and contain a certain percentage of HF exchange. One such functional is 

TPSSh,65,66 a functional that has earned some popularity in bioinorganic chemistry,67 which 

contains a 10% HF exchange. TPSSh is a hybrid meta-GGA functional, which means it also 

contains a term for kinetic energy density. The TPSSh functional is used extensively in this 

thesis.  

When dealing with systems that can be described as closed shell (all electrons paired), 

restricted Kohn-Sham DFT is used. In restricted Kohn-Sham, orbitals are occupied by two 

electrons. This is not the case when dealing with open shell (some electrons are unpaired) 

and unrestricted Kohn-Sham DFT is needed. In unrestricted Kohn-Sham, the α and β 

electrons are described separately. 

2.5.1 Broken symmetry density functional theory 

A phenomenon often encountered when dealing with systems containing multiple transition 

metals is the interaction between two or more metals that have an individual spin of S > 0. 

The interaction between a metal A that has a single unpaired electron and a metal B that has 

single unpaired electron can be twofold. Firstly, the spins can be aligned resulting in a system 

with a total spin of S = 1, but the interaction between the two metals is termed ferromagnetic. 

Secondly, the two metals can have opposite spins, resulting in a system with a total spin of 

S = 0, but the interaction between the two metals is termed antiferromagnetic.51 

Dealing with a system of ferromagnetically interacting particles is straightforward and 

requires only a single determinant wavefunction. When dealing with antiferromagnetically 
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interacting atoms in a system, a multireference method with multideterminant wavefunction 

is needed to describe it properly. Currently, this is computationally unrealistic to achieve for 

a metal cluster containing many atoms. One possible way to bypass this problem is to 

construct a single determinant wavefunction where the spin and spatial symmetry is broken. 

This methodology is referred to as broken-symmetry (BS) and has the effect that broken-

symmetry states are not eigenfunctions of the total spin operator, Ὓ2. The Heisenberg 

Hamiltonian is a phenomenological Hamiltonian that can be useful for calculating correct 

spin-states for spin-coupled systems.68 

The Heisenberg spin Hamiltonian interacting on two atoms, A and B, with nonzero spin can 

be described as: 

Equation 24 

Ὄ ςὐ ὛzὛ 

Where ὐ  is a constant describing the energy between spin states.  It is possible to use BS-

DFT, despite BS states not being eigenfunctions of Ὓ2 to derive ὐ of the Heisenberg 

Hamiltonian. Unfortunately, due to the complexity of iron-sulfur clusters discussed in this 

work, the Heisenberg Hamiltonian is not a valid model Hamiltonian for them. This is due to 

the Heisenberg Hamiltonian double exchange model underestimating the number of states, 

mainly due to absence of Fe → Fe d excitations.69 In this work, BS states and their energies 

are used directly despite their inherent flaws. 

To calculate the broken symmetry state, e.g. in a high spin mixed valence Fe2+/Fe3+ dimer, 

then one iron ion is designated with surplus α electrons while the other with surplus β 

electrons.  

2.6 QM/MM theory 

Quantum-mechanics/Molecular-mechanics (QM/MM) is a computational methodology 

used when it is desired to describe a section of a larger system, such as an active site in an 

enzyme, with theory capable of describing chemical reactions while accounting for the effect 

of the protein environment with a computationally cheaper method. This is done by dividing 

the system into two regions, the outer region (O) and inner region (I ). The inner region 

contains the molecules of interest while the outer region accounts for the rest of the system 

(Figure 4).  

 

Figure 4: The division of a system. 

The two regions of the system are described by different levels of theory. The outer region 

is described by MM while the inner region is described by QM. These two regions can 
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interact with each other and consequently the total energy of the system is not only the sum 

of the energy of the two independent regions. There are two ways of accounting for the 

interactions between the two regions, the subtractive scheme or the additive scheme. In this 

thesis, the additive scheme is used in all QM/MM calculations, as the subtractive scheme 

requires forcefield parameters to exist for all atoms in the system, which the additive scheme 

does not require. The additive scheme can be described with the following equation:70  

Equation 25 

Ὁ Ⱦ ╢ Ὁ ╘ Ὁ ╞ Ὁ ╘ȟ╞  

Where Ὁ ╘ is the energy of the inner region described by QM, Ὁ ╞  is the energy of 

the outer region described by MM and Ὁ ╘ȟ╞  is the interaction between the two 

regions. The term Ὁ ╘ȟ╞  can be written as the sum of the electrostatic, van der Waals 

and bonded interactions between the two regions:70 

Equation 26 

Ὁ ╘ȟ╞ Ὁ Ὁ   Ὁ  

The electrostatic interactions between the two regions can be dealt with using one of three 

methods. The first method is mechanical embedding, where all interacting particles are 

described as pointcharges. This means that the electron density of the QM region is 

effectively made MM in nature. The second method is electrostatic embedding, where the 

outer region described by MM can polarize the electron density of the inner region described 

by QM. This method of accounting for electrostatic interactions is used in this thesis. The 

third method is polarized embedding where the outer region is described by polarizable MM 

forcefield, which can adapt to the electron density of the inner region. 

The van der Waals interactions between the two regions are typically described by a LJ 

potential. It is therefore necessary for the atoms in the inner region to possess parameters as 

they are not derived from QM. This can be troublesome as the characteristics of the atom in 

the inner region can change (e.g. during a chemical reaction) and the LJ parameter would 

not be correct anymore. 

If the inner region does not contain any molecule that contains a bond to the outer region, 

then this term can be dismissed. This is though usually not the case when dealing with 

proteins, and the inner region is usually covalently connected to the outer region. The bond 

between an atom described with MM (in the outer region) and QM (in the inner region) is 

cut where it will least affect the characteristics of the molecule. As an example, cutting a 

covalent C-C bond will cause less disruption than cutting a C=O bond. It is unphysical to 

perform QM calculations on a C. radical or C-/C+ ion which results from cutting the bond. 

To deal with it, a link atom (usually a hydrogen) is introduced to cap the newly formed end 

in the inner region, while a charge-shift method is used in the outer region. The charge-shift71 

method distributes the partial charge of the atom described by MM over what is left in the 

outer region.



19 

3 QM/MM calculations of nitrogenase 

A plethora of computational studies have been performed with the QM/MM methodology 

in an effort to understand various properties of enzymes.70 By explicitly accounting for the 

protein environment in QM/MM, one can retain important properties of the protein, without 

worrying whether constraints on residues cause artifacts.72,73 As mentioned in section 1.3, a 

lot of research on the properties of FeMoco has been performed with QM cluster models 

where the protein environment has been ignored or constraints been necessary to keep an 

accurate active site geometry. However, before the year 2017, only one QM/MM study in 

2008 had been undertaken in an effort to resolve, at that time, the unknown identity of the 

central ligand (which was designated as an oxide, which is now known to be wrong).74 It is 

thus exciting to see now, after the identification of the interstitial atom of FeMoco12,13 and 

FeVco,23 and the availability of high resolution crystal structures for both proteins, whether 

a QM/MM approach is capable of describing FeMoco and FeVco in their protein 

environment. 

In section 3.1, a general QM/MM approach to model nitrogenases is presented, with an in-

depth description of each model given in each model sub-section. Following general 

QM/MM model preparations, sections 3.2 and 3.3 discuss the resting state of FeMoco and 

FeVco where the charge, electronic structure, and protonation are unambiguously designated 

via careful comparison of model properties to available experimental data. With the resting 

state now clearly characterized, section 3.4 discusses QM/MM calculations of ligand-bound 

FeVco, modelled from a ligand bound crystal structure and the identity of the ligand is 

discussed.15 Lastly, in section 3.5, the electronic state of FeMoco as it appears in a crystal 

structure with a bridging CO ligand, is characterized via calculated IR frequencies and 

geometrical comparison. 

3.1 General QM/MM protocol 

3.1.1 MM model preparation 

GROMACS75–77 was used to prepare MM models of all proteins in this thesis with a protocol 

similar to that recommended by Thiel.70 In this work, the MM model preparation is divided 

into six steps.  

1. Conversion of the unprotonated protein data bank (PDB) structure into a protonated 

structure and renaming residues that fit the force field being used (here it is 

CHARMM36).55  

2. Creation of a solvation box and defining the periodic boundary conditions.  

3. Solvation of the protein within the box.  

4. Neutralization of excess charge by generation of counter-ions.  

5. Relaxation of the system. For generating a model that resembles the static crystal 

structure of protein dissolved in water (a constrained model), only the protons of the 

protein and water molecules are geometrically relaxed while all heavier atoms are 

kept frozen. The relaxation step is performed to prevent the system from “exploding” 

from short range non-bonded interactions. For models that are supposed to resemble 
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a dynamic protein dissolved in water (an unconstrained model), the heavy atoms that 

have force field parameters are relaxed as well. Metallocofactors are not relaxed, 

unless forcefield parameters exist (not the case for FeMoco, FeVco and the P-cluster) 

and atoms directly in contact with the metallocofactor are frozen as well.  

6. A molecular simulation of the protein in solution. For a constrained model, water and 

hydrogen is allowed to move while the heavier atoms remain frozen. For an 

unconstrained model, only the metalloclusters and the atoms of the ligated residues 

are frozen, while everything else is allowed to move. Molecular dynamics (MD) is 

then performed for a period of 5 ns using the canonical ensemble (NVT) and at a 

semi-random timepoint, the geometries are extracted and are used for preparation of 

the QM/MM model.  

As the metallocofactors need to have defined charges for their atoms during geometry 

relaxation and MD, a QM calculation of the cofactors in continuum solvation (COSMO)52 

with the BP8663,78 density functional and def2-TZVP 79–81 basis set was performed and 

atomic charges were adapted from natural population analysis for the MoFe protein model 

and Mulliken charge population for the VFe protein models. Lennard-Jones sites were put 

on the sulfides of the cofactors (CHARMM atomtype SM) and carbide (CHARMM 

atomtype C) while no Lennard-Jones site was used for the iron, vanadium and molybdenum, 

in line with a recent study on an iron-sulfur protein.82 For a singly protonated homocitrate, 

atomic charges and Lennard-Jones parameters were adapted from parameters available for 

citrate.83  

Figures of molecules presented within this thesis are made with VMD84 

3.1.2 Truncation and setup of a QM/MM model 

The preparation of the QM/MM model is simpler. The first step is to cut out a roughly 

spherical cluster centered on the area of interest,70 here it is the carbide of FeMoco and 

FeVco. It is crucial to cut residues sensibly, as well for secondary structural features of 

proteins such as α-helices and β-sheets. Here, the whole peptide chain of the amino acid 

residues that are in vicinity of the cofactor are included (AB for MoFe model, ACE for VFe 

protein and DEF for VFe protein with an unknown bridging ligand) along with selected 

residues from other peptide chains. This is done to retain hydrophobicity and/or hydrogen 

bonding that might be important. The second step is then to translate all system info from 

the MM code GROMACS to the QM/MM code Chemshell,85 done via in-house script 

written by R. Bjornsson.  

The QM calculations in this thesis are performed with ORCA version 3.0.386 and MM 

calculations by DL_POLY87 as implemented in Chemshell.71,85 Link atom were used at the 

QM-MM border.88 Unless otherwise noted, all calculations are performed with the TPSSh 

hybrid DFT functional with 10% HF exchange.65,66 The RI approximation with a COSX grid 

(RIJCOSX) was used to speed up calculations.89,90 D3BJ is used to account for dispersion91,92 

and ZORA for the relativistic effects 93,94 with a relativistically contracted def2 Ahlrichs 

basis set.95,96 The double-ζ def2-SVP basis set is used for all amino acid residues and the 

homocitrate whereas the triple-ζ def2-TZVP basis set was used for iron, vanadium, sulfur 

and light atoms incorporated into FeMoco or FeVco (carbide and carbonate/nitrate) 
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3.2 QM/MM model of MoFe protein resting state 

The charge of FeMoco in its resting state has been a subject of debate in the literature.97 The 

total spin of FeMoco is experimentally known to be S = 3/2, demonstrated with electron 

paramagnetic resonance (EPR).98 Originally, the molybdenum ion of FeMoco was believed 

to be closed shell in a Mo(IV) oxidation state, as interpreted from Mo L-edge XAS 

spectroscopy and 95Mo ENDOR,99 although earlier studies did not exclude the possibility of 

a Mo(III) assignment.100–102  With advancements in spectroscopy and theory, combined XAS 

and DFT demonstrated that the molybdenum ion is in a Mo(III) oxidation state and spin-

coupled with the irons.44  

The oxidation state of each iron ion in FeMoco is not clear-cut and, consequently, neither is 

the total charge of FeMoco. Three charges are possible for FeMoco, based on the oxidation 

state of the individual iron ions. The first possibility is [MoFe7S9C]+ with oxidation states of 

the metals being Mo(III)Fe(II)Fe(III)6), whereas the second possibility is [MoFe7S9C]- with 

Mo(III)Fe(II)3Fe(III)4, and the third possibility [MoFe7S9C]3- with Mo(III)Fe(II)5Fe(III)2. In 

these cases, the homocitrate carries a 3- charge, with all carboxylate groups deprotonated 

and the alkoxide group ligated to molybdenum protonated (an alcohol).  

There is some experimental evidence for a [MoFe7S9C]n- core (n = -1,-3), as concluded by 

studies on FeMoco extracted from the MoFe protein.103–105 Early 57Fe Mössbauer studies 

also favored a [MoFe7S9C]- assignment for FeMoco.21 An electron-nuclear double resonance 

(ENDOR) study by Lee et al. in 1997 concluded that [MoFe7S9C]3- would fit best. 

Computational studies before 2011 were hampered due to the unknown nature of the central 

atom in FeMoco. Harris et al46 concluded that the charge of FeMoco would fit best with 

[MoFe7S9C]+ via comparison of their calculated structure with the then-available crystal 

structure of 1.16 Å, while Dance106,107 designated it as [MoFe7S9N]0, and an early study by 

Lovell et al. performed before the interstitial atom was even resolved, proposed a charge of 

[MoFe7S9]
+ (in today’s term, [MoFe7S9C]3-).108 Recently, a spatially resolved anomalous 

dispersion (SpReAD)109 study and a recent computational study revisiting old Mössbauer 

data97 concluded that the oxidation state of the iron ions being Fe(II)3 and Fe(III)4, suggesting 

that FeMoco is in a singly negatively charged [MoFe7S9C]- state. 

FeMoco is a spin coupled system where antiferromagnetic coupling between metal ions 

plays a big role. To describe the system completely, a multideterminant method would be 

needed. It is however possible to describe spin coupled systems, such as FeMoco, adequately 

using BS-DFT.47,108,110 Noodleman has demonstrated that ten different BS solutions exist 

(assuming a C3 symmetry) for FeMoco where the spin orientation of the irons is varied.111 

The BS solution that is lowest in energy is the BS7 solution, which maximizes 

antiferromagnetic coupling between all metal ions.111,112  Within the protein environment the 

C3 symmetry of FeMoco is broken and the BS7 solution is in fact composed of three spin 

isomers, categorized based on what iron ions are spin-up or spin-down (Figure 5). As an 

example, the BS7-235 is the broken symmetry solution number seven where iron ions 

number 2, 3 and 5 (numbered as in crystal structures of the MoFe protein) have opposite 

spin than iron ions number 1, 4, 6 and 7 (numbered as in crystal structures of the MoFe 

protein). 
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Figure 5: Due to the protein environment, there are three different broken symmetry 

solutions that maximize anti-ferromagnetic coupling. The iron ions that are spin-down are 

designated with a down arrow and iron ions that are spin-up with an up arrow, hence the 

naming scheme BS7-235 (broken symmetry 7 – iron 2, iron 3 and iron 5 with surplus β 

electrons). The large arrows represent five unpaired electrons while the smaller arrows 

represent one unpaired electron. 

The protonation state of the homocitrate ligand has been a source of discussion in literature, 

as proton placement is not traditionally resolved in X-ray crystallography. Propositions 

include a protonated carboxy group113,114 or protonated alkoxide group 46,115 with recent 

studies strongly favoring the latter option (including one by us).116,117 

In this sub-section (3.2), a FeMoco charge of [MoFe7S9C]+ or [MoFe7S9C]3- is ruled out as 

a possibility and instead demonstrated that FeMoco modelled as [MoFe7S9C]- fits the atomic 

resolution crystal structure best. It is also demonstrated that spin isomer BS7-235 yields a 

structure that fits the crystal structure better than other spin isomers. Additionally, the 

alkoxide group of homocitrate that is ligated to molybdenum of FeMoco must be protonated, 

based on the short distance between the alkoxide group and one carboxyl group of 

homocitrate (shown in Figure 8). Finally, it is demonstrated that calculated geometries 

converge quickly with regards to QM region size whereas vertical events (oxidation, 

reduction and deprotonation) show slow convergence. The work in this sub-section (3.2) 

was published in 2017 in ACS journal of inorganic chemistry.117  

3.2.1 Model preparation 

The model preparation of the resting state MoFe protein have already been described 

elsewhere117,118 but for the sake of completeness, will be explained here in detail. The 1.0 Å 

resolution crystal structure of the MoFe protein (PDB code: 3U7Q)12 was used as the starting 

structure with the following minor modifications. The Ca2+ ions at the intersection of the 

two dimers was replaced with Fe2+ ions in accordance with recent experimental results20. 

The free imidazole molecules found in the crystal structure were not removed but, since no 

parameters exist in the CHARMM36 forcefield, the missing parameters were taken from the 

CHARMM general force field.55 No attempt was made to generate the missing amino acid 

residues not present (peptide ends) in the crystal structure, only amino acid residues that 

were present in the crystal structure were used. As the MoFe protein is an α2β2 

heterotetramer, the nomenclature of each sub-protein is used as it appears in the crystal 

structure. A and C refer to the α subunit and B and D refer to the β subunit. When referring 

to a certain residue found in chain A, His83A is used but if it would be applicable to the 

residue in both protein subunits, His83AC is used for example. 
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GROMACS version 5.0.4 was used for MM model preparation. The first step was 

protonation of all water molecules (present as oxygen atoms in the crystal structure) and 

amino acid residues, which is a straightforward process for most amino acid residues. The 

protonation state of the titrable residues histidine, arginine, lysine, aspartate and glutamate 

was decided through manual inspection and PROPKA119,120. As the MoFe protein is a 

heterotetramer, symmetry is assumed and only one αβ subunit was checked for the 

protonation state (the one used for QM/MM). In this model preparation, it is the protein 

chains AB as described in the PDB file of the crystal structure. All arginine residues were 

designated as being protonated, all lysine residues except Lys365BD were protonated, all 

aspartate residues were deprotonated, all glutamate residues except Glu153AC were 

deprotonated. The following histidine residues were protonated on delta nitrogen: His31AC, 

His196AC, His285AC, His451AC, His185BD, His297BD, His396BD, and His519BD. The 

following histidine residues were protonated on the epsilon nitrogen: His80AC, His83AC, 

His195AC, His362AC, His383AC, His442AC, His106BD, His193BD, His311BD, 

His363BD, His392BD, His429BD, His457BD, His477BD, His478BD and His480BD. Only 

histidine residue His90BD was determined to be doubly protonated and no histidine residue 

was found to be doubly deprotonated. For the cysteine residues that are ligated to the P-

cluster or FeMoco, Cys63AC, Cys89AC, Cys155AC, Cys71BD, Cys96BD, Cys154BD, and 

Cys275AD are all deprotonated. At this point, the system contained 39566 atoms and had a 

total charge of -39. 

The protonated structure was put in a 90 x 90 x 90 Å periodic box which was then filled with 

TIP3P water molecules. After solvation, the system had density of 1030 g/L and contained 

320829 atoms. To neutralize the high charge of the system, 39 random water molecules 

outside of the protein were replaced with sodium ions. At this point, the system is readily set 

up for calculations (Figure 6a). 

All protons in the protein and on water molecules were relaxed while all other atoms are 

frozen. At this point, two models are made that diverge in properties. One model contains 

heavy atom coordinates as in the crystal structure, and the relaxation of water molecules and 

hydrogen atoms is the only relaxation performed (the constrained model). Another model, 

where all heavy atoms except for those present in the metallocofactors, the Fe2+ ions, 

homocitrate, and functional group of residues ligated to metals (His442AC, cysteine residues 

ligated to the metallocofactors and the carboxy groups of the residues ligated to the Fe2+) are 

relaxed. This model is termed the unconstrained model. The constrained model will be 

biased towards the crystal structure, while the unconstrained model should theoretically be 

more like the protein in solution but may acquire artifacts during the MD simulation from 

the pointcharge parameters used for the cofactors.  

The MD step was performed using the velocity-Verlet121 algorithm in the canonical 

ensemble with bond constraints used on all X-H bonds as implemented in the LINCS 

algorithm122,123. The four-chain Nosé-Hoover thermostat124,125 at 300K coupled to the whole 

system was used to keep thermal equilibrium in the molecular dynamics run. The system 

was heated from 50K to 300K in the frame of 0 – 500 ps for the unconstrained model while 

the heating was done in 0 – 100 ps for the constrained model. The unconstrained model was 

simulated for 5 ns, but after 1 ps, the average root-mean-square deviation (RMSD) values of 

all heavy atoms had converged to a value of 0.31 Å, implying that the simulation was stable. 

The constrained model was only simulated for 1 ns. For the constrained model, a snapshot 

was extracted from the simulation at 940 ps and for the unconstrained model a snapshot was 

extracted at 1862 ps which were then used to prepare QM/MM models. 
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If the whole system from the MM model would be used for a QM/MM calculation, the 

system would have an almost insufferable amount of degrees of freedom at over 900000, 

creating difficulties for geometry optimizations. It is thus preferable to create a smaller 

model which reduces the degrees of freedom. Also, from a more technical standpoint, 

Chemshell does not support systems larger than approximately 40000 atoms, making it 

essential to shrink the system being studied here.    

For both the constrained model and unconstrained model, a new system is cut out of the MM 

model by including any whole residue or water molecule that is within 42 Å of the central 

carbide of FeMoco. Additionally, the whole of chain A and chain B is kept intact along with 

the P-cluster, a single Fe2+ ion and residues 242, 320−326, 342− 369, 378−392, 410−419, 

437−442 (437–443 in the unconstrained model), 458−469, 476, and 468−523 found in chain 

C. This cut changes the system charge since some of the charged residues are not included. 

The total charge of the system goes from -39 to -24, so 24 sodium ions are included in the 

new QM/MM model to counter the overall negative charge. It is worth noting that, due to 

the MD process, the constrained and unconstrained models ended up differing from each 

other. This is caused by the movement of water in both models and also residues in the 

unconstrained model. The QM/MM model cut out from the unconstrained model ended up 

containing 37060 atoms while the QM/MM model from the constrained model contained 

36989 atoms.  

 

Figure 6: a) The 320829 atom MM model of the MoFe protein solvated in a periodic box, 

b) the cut-out spherical QM/MM model, where gray represents the part of the protein that 

is constrained, the green area is the active region where the protein is described with a 

forcefield and allowed to move, and FeMoco with orange, yellow, red and black which is 

described with QM and allowed to move.  

Reprinted with permission from Benediktsson, B. & Bjornsson, R. QM/MM Study of the 

Nitrogenase MoFe Protein Resting State: Broken-Symmetry States, Protonation States, and 

QM Region Convergence in the FeMoco Active Site. Inorg. Chem. 56, 13417–13429 (2017). 

Copyright 2018 American Chemical Society. 



25 

Three regions are defined in the QM/MM calculations according to their distance from the 

carbide of FeMoco: The outermost layer which, includes all water molecules and residues 

from 11 Å (13 Å in bigger QM region models), is frozen; the active region that includes 

residues that are allowed to move either through a QM or MM description; and finally there 

is the central QM region where the molecules are described solely by QM (Figure 6b).  

3.2.2 Overall charge and electronic structure of FeMoco 

With a more accurate protocol to calculate FeMoco in its native environment than previous 

studies, it is interesting to see whether the charge of FeMoco could be determined via 

structural comparison alone. QM/MM optimizations were carried out on all three charges 

proposed in the literature: [MoFe7S9C]+, [MoFe7S9C]-, and [MoFe7S9C]3-. Using a relatively 

large QM region of 154 atoms (Figure 11) with the spin isomer BS7-235 (computational 

details in section 3.1.2), the geometries obtained with the charge of FeMoco being 

[MoFe7S9C]-  yields a structure that fits better than either [MoFe7S9C]+  or [MoFe7S9C]3-  

with regards to RMSD values (Table 1). 

Table 1: RMSD (in Å) values of different QM/MM models where the charge is the only 

change. Lower RMSD value is better, indicating a better fit with the experimental crystal 

structure.  

Adapted with permission from “Benediktsson, B. & Bjornsson, R. QM/MM Study of the 

Nitrogenase MoFe Protein Resting State: Broken-Symmetry States, Protonation States, and 

QM Region Convergence in the FeMoco Active Site. Inorg. Chem. 56, 13417–13429 

(2017).” Copyright 2018 American Chemical Society. 

Cofactor charge [MoFe7S9C] [MoFe7S9C]+HCA+His442+Cys275 

[MoFe7S9C]+ 0.082 0.137 

[MoFe7S9C]- 0.044 0.104 

[MoFe7S9C]3- 0.097 0.139 

 

Alternatively, it is also possible to study the calculated metal-metal lengths and comparing 

them to the crystal structure. The effects of varying the total charge of FeMoco will cause 

metal-metal distances to change, as the local oxidation state of each iron ion changes with 

the removal or addition of electrons. The important distances that will be discussed can be 

seen in Figure 7. The metal-metal lengths are very well resolved in crystal structures, due to 

them involving heavy atoms with many electrons, making it easier to determine if 

computational models agree well with experiment. The metal-metal distances in FeMoco 

from crystal structures of the MoFe protein (better resolution than 2.0 Å) have at maximum 

0.05 Å deviations associated with them (Table 22 in appendix D). 

When comparing [MoFe7S9C]+ to the crystal structure, the first obvious giveaway is the Fe1-

Fe4 distance is too long, with the calculated distance of 2.80 Å seeming incompatible with 

the 2.66 Å distance found in the crystal structure (Δdist = 0.14 Å). Another distance is the 

Fe2-Fe3 distance which is 2.82 Å, also incompatible with the distance in the crystal structure 

of 2.67 Å (Δdist = 0.15 Å). When comparing [MoFe7S9C]3- to the crystal structure, the Fe1-

Fe4 distance of 2.75 Å is too long compared to the 2.66 Å distance (Δdist = 0.09 Å) found in 

the crystal structure. Also, the Mo-Fe6 distance is too long at 2.84 Å compared to the crystal 

structure where it is 2.67 Å (Δdist = 0.17 Å). Comparing [MoFe7S9C]- to the crystal structure 
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the biggest discrepancy is the Mo-Fe7 distance of 2.61 Å compared to the 2.68 Å in the 

crystal structure (Δdist = 0.07 Å), which is arguably much better compared to the other two 

charge models. Therefore, by studying metal-metal distances and comparing RMSD values, 

only a [MoFe7S9C]- charge fits whereas other charges are unlikely. That this can be 

established so clearly from structures alone, suggests the usefulness and accuracy of our 

QM/MM modelling.  

 

 

Figure 7: The metal-metal distances present in FeMoco where a) is [MoFe7S9C]+, b) is 

[MoFe7S9C] -, c) is [MoFe7S9C]3-, and d) the crystal structure whereas e) is FeMoco 

(homocitrate omitted for clarity). Calculations performed with a QM region of 247 atoms. 

Reprinted with permission from “Benediktsson, B. & Bjornsson, R. QM/MM Study of the 

Nitrogenase MoFe Protein Resting State: Broken-Symmetry States, Protonation States, and 

QM Region Convergence in the FeMoco Active Site. Inorg. Chem. 56, 13417–13429 

(2017).” Copyright 2018 American Chemical Society. 

As mentioned previously, the protein environment breaks the C3 pseudo-symmetry that 

FeMoco otherwise exhibits in vacuum. When performing BS-DFT within the protein 

environment, there are the three spin isomers possible, namely the BS7-235, BS7-247 and 

BS7-346 (see Figure 5). Whether FeMoco in the crystal structure exhibits one form or 

another is an interesting question, as the single determinant BS formalism is an 

approximation to the real multideterminant wavefunction. 

When considering RMSD values alone, it is not possible to conclusively say whether one 

isomer or another is better between BS7-235 and BS7-247 as the RMSD values are too 

similar, ΔRMSD = 0.006 Å for the constrained model and ΔRMSD = 0.003 Å for the 

unconstrained (Table 2). On the other hand, the BS7-346 spin isomer seems to differ 

somewhat more from the crystal structure.  Interestingly, the energy difference between all 

three spin isomers is very low, with the BS7-247 being preferred by only 0.27 kcal/mol 

compared to BS7-235 (total QM/MM energy). This is within our estimated method error as 

there is no indication that chemical accuracy is achieved in our calculations. Therefore, it is 

not possible to favor one BS solution over the other by energies alone. 
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Table 2: RMSD values in Å of different BS7 solutions with a 247 QM atom model. Lower 

RMSD values mean a better fit with the crystal structure 

Broken symmetry solution [MoFe7S9C] 

Constrained BS7-235  0.044 

Constrained BS7-247  0.050 

Constrained BS7-346 0.074 

Unconstrained BS7-235 0.052 

Unconstrained BS7-247 0.049 

Unconstrained BS7-346 0.084 

 

Although it is not possible to infer from RMSD values and total energy differences whether 

a certain spin isomer is dominant over another in the observed crystal structure, the spin 

isomer BS7-346 seems to fit worse than the other two spin isomers. This led to the question: 

is it possible to understand why BS7-346 is a worse fit than compared to the other two spin 

isomers, and use that understanding to deduce whether the BS7-235 or BS7-247 spin isomer 

is favored for FeMoco as it appears in the crystal structure?  

With careful analysis of geometries, some trends in the metal-metal distances were observed. 

The metal-metal distances are sensitive to the physical oxidation state of the metal which are 

themselves dependent on the spin isomer. When an electron is delocalized between two 

metals, the distance between them shortens and electrostatic interactions between irons 

should be affected by oxidation state as well. Systematically comparing the metal-metal 

distances in the calculated models to the crystal structure, it is possible to understand the 

trend in distances with the help of localized molecular orbitals (Pipek-Mezey molecular 

orbitals).126 

The molybdenum ion and iron ions Fe5, Fe6 and Fe7 make up a tetrahedron (Figure 8) where 

the Mo-Fe5 distance is longer than Mo-Fe6 and Mo-Fe7 in the crystal structure whereas the 

distance between Fe6 -Fe7 is shorter than Fe5-Fe6 and Fe5-Fe7. The only spin isomer to 

reproduce this is BS7-235. The BS7-247 spin isomer renders the Mo-Fe7 the longest distance 

while also making the Fe5-Fe6 distance shorter, whereas the BS7-346 spin isomer renders 

the Mo-Fe6 distance the longest and Fe5-Fe7 the shortest. Why the three different spin 

isomers do not have the same structural effects can be understood by delocalized electrons.  

For the BS7-235 spin isomer the Fe6 and Fe7 have high spin α electron configuration with 

one β electron being shared between them, effectively making Fe6 and Fe7 a pair of Fe(2.5) 

ions. This causes contraction in the metal-metal distance while also making them effectively 

less charged, compared to Fe5 which is still formally a Fe(III) ion. This also explains why 

the Mo-Fe5 distance is longer than the other two, because the repulsive interaction between 

two ions with a formal oxidation state of 3+ (Mo(III) and Fe(III)) should be stronger than 

between two ions with a oxidation state of 3+ and 2.5+ (Mo(III) and Fe(2.5)).  

A similar phenomenon can be inferred from the other two spin isomers, BS7-247 and BS7-

346 but it results in a calculated structure which is not in agreement with the crystal structure.  

The iron-iron distances Fe2-Fe6, Fe3-Fe7, and Fe4-Fe5 are not as easily understood. All three 

spin isomers seem to fit OK with the crystal structure with the possible exception of BS7-
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346 which seems to show the opposite trend. For BS7-346, the longest distance is Fe4-Fe5 

(2.63 Å) while the distance between these two irons are the shortest in the crystal structure 

(2.58 Å). The calculated BS7-346 Fe3-Fe7 distance (2.59 Å) seems to fit well with the crystal 

structure (2.59 Å) but the calculated BS7-346 distance Fe2-Fe6 is shorter (2.57 Å) than in the 

crystal structure (2.61 Å). This perhaps explains the worse RMSD for BS7-346. For BS7-

235 and BS7-247, not as much difference is seen. 

Similarly, the iron ions Fe1, Fe2, Fe3, and Fe4 make up a tetrahedron but there does not seem 

to be as much of a difference as in the tetrahedron on the molybdenum side. BS7-235 

reproduces the trend that Fe2-Fe3 distance is the longest while Fe2-Fe4 and Fe3-Fe4 are 

shorter, neither BS7-247 nor BS7-346 reproduces this distance trend. Interestingly, whereas 

the delocalized electron between Fe6-Fe7 shortens the distance between these two iron ions, 

the delocalized electron between Fe2 and Fe3 ends up making the distance longer. Why this 

is the case is not known, but it could be an effect of the electron being partially more localized 

on one iron in respect to the other. The Fe1-Fe2, Fe1-Fe3, and Fe1-Fe4 distances on the other 

hand all seem to be indifferent to the spin isomer. 

 

 

Figure 8: Metal-metal distances in calculated models where the spin isomer is the variable 

with a) showing BS7-235, b) showing BS7-247, c) showing BS7-346, d) showing values from 

the crystal structure and e) FeMoco without homocitrate as a reference. Calculations 

performed with a QM region of 247 atoms.  

Reprinted with permission from “Benediktsson, B. & Bjornsson, R. QM/MM Study of the 

Nitrogenase MoFe Protein Resting State: Broken-Symmetry States, Protonation States, and 

QM Region Convergence in the FeMoco Active Site. Inorg. Chem. 56, 13417–13429 

(2017).” Copyright 2018 American Chemical Society. 

Ultimately, when all points are considered, the BS7-235 solution can be argued to fit much 

better with the experimental crystal structure, leading us to propose that in the crystal (and 

possibly in solution), FeMoco is predominantly in an electronic state approximately 

described by this BS solution. Our current understanding of the electronic structure is shown 

in figure 5. 
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Figure 9: Proposed electronic structure of FeMoco. Fe1 is in a Fe2+ oxidation state 

whereas Fe4 and Fe5 are in a Fe3+ oxidation state. Fe2 and Fe3 share a delocalized 

electron, and Fe6 and Fe7 as well, effectively rendering them in a Fe2.5+ oxidation state. 

The molybdenum is in a Mo3+ oxidation state and is spin coupled the the three irons that 

are closest. 

Reprinted with permission from “Benediktsson, B. & Bjornsson, R. QM/MM Study of the 

Nitrogenase MoFe Protein Resting State: Broken-Symmetry States, Protonation States, 

and QM Region Convergence in the FeMoco Active Site. Inorg. Chem. 56, 13417–13429 

(2017).” Copyright 2018 American Chemical Society. 

3.2.3 Protonation state of FeMoco resting state 

The homocitrate is an interesting part of FeMoco. It is essential for the ability of the MoFe 

protein to reduce dinitrogen efficiently.127,128 Although it is possible to introduce another 

carboxylic acid instead and retain some dinitrogen reduction activity, it is never as efficient 

as FeMoco with homocitrate. The second best carboxylic acid substitution, homocitrate 

substituted with citrate, slows dinitrogen reaction rate approximately by 20-fold, but does 

not affect proton and acetylene reduction as much.129 One study, where different analogues 

to homocitrate were inserted into the MoFe protein, showed that citrate binding is much 

worse (higher concentration of citrate needed for in vitro citrate binding)129. A crystal 

structure of citrate substituted FeMoco has also been resolved, but it did not show a big 

difference. Differing only in one methylene group, the carboxylate group of citrate is 

oriented in the same manner as for homocitrate except a water molecule has replaced the 

carboxylate group.130 It has been suggested that the homocitrate acts as an important proton 
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shuttle and should be protonated, as inferred from the calculated OH-Mo bond compared to 

the crystal structure.46 

 

Figure 10: a) The distance between the alkoxide and carboxyl group of FeMoco’s 

homocitrate in the atomic resolution crystal structure, b) is the high pH inactivated crystal 

structure, c) is optimized structure with an alcohol group, d) is an optimized structure with 

a deprotonated alcohol.  

Reprinted with permission from “Benediktsson, B. & Bjornsson, R. QM/MM Study of the 

Nitrogenase MoFe Protein Resting State: Broken-Symmetry States, Protonation States, and 

QM Region Convergence in the FeMoco Active Site. Inorg. Chem. 56, 13417–13429 

(2017).” Copyright 2018 American Chemical Society. 

In almost every crystal structure of the MoFe protein (crystal structures with resolution from 

1.0 to 2.3 Å), the distance between the O-atom of the alkoxide group and proximal O-atom 

of one of the carboxyl group is approximately 2.5 Å (Figure 10). This is a strong indication 

of a protonated alkoxy ligand (an alcohol) making a hydrogen bond with the carboxylate 

group, as the interaction between an alkoxide group and a carboxyl group would be strongly 

repellant.  The distance of 2.5 Å also falls into the range of very strong hydrogen bonds.131 

Interestingly, a crystal structure taken at a high pH value (9.5) shows an increased distance 

to 2.77 Å, which is indicative of a missing proton between the carboxyl and the alcohol 

group. Although the resolution was only 2.0 Å, it is likely that an alkoxide group is 

observed.132 A recent crystal structure at a low pH (5.0) showed a hydrogen bond length of 

2.41 Å, indicating a strong hydrogen bond, solidifying further that the alcohol group should 
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be protonated. The resolution is only 2.30 Å, but should be accurate enough to show features 

such a strongly repellant interactions between an alkoxide group and a carboxylate group.133 

The QM/MM calculations are able to reproduce this observed difference in the crystal 

structures. As can be seen in Figure 10, the removal of the suggested proton on the 

homocitrate ligand drastically shortens the distance between the hydroxy group and the 

carboxyl group. The protonated homocitrate was recently proposed by another group via 

quantum refinement methods.116 

This proton is probably of catalytical importance, as it is close to Fe6 which has been 

proposed to be the binding site of nitrogen and carbon monoxide as well as being close to 

molybdenum, which has also been suggested as the binding site of dinitrogen.134 

3.2.4 Expansion of the QM region and its convergence 

A chemical property of an active site of a protein, such as oxidation energy, studied with 

QM/MM methodology will be affected by the size of the QM region. This is caused by the 

protein environment being described with a forcefield and may be solved by increasing the 

size of the QM region until the property converges with respect to QM region size. This has 

warranted a lot of discussion in the literature about sizing of a QM regions, with some 

sources claiming that over 500 atom QM regions being needed for convergence.135 The 

effects of QM region size and convergence have been studied in other enzymes, particularly 

with reaction barriers in mind.  This has not been done for nitrogenase, and most 

computations have been performed on cluster models. As of now, four QM/MM studies have 

been done on the MoFe protein, to the knowledge of the author: one in 2008,74 with the three 

others being published in 2017.116,117,136 It is thus interesting to see whether signs of 

convergence are observed with the models studied here with respect to geometrical change 

and vertical oxidation, vertical reduction, and vertical deprotonation events. 

For this discussion, a [MoFe7S9C]- charge and a spin isomer BS7-235 is used as the resting 

state. Starting with a QM region of 54 atoms that includes only FeMoco, the side chain of 

Cys275, and His442 residues in the QM/MM model, the QM region was systematically 

increased to include more amino acid residues and water molecules, as can be seen in Figure 

11 with the largest QM region containing 367 QM atoms for the constrained model and 211 

atoms for the unconstrained model. Using a QM region size of 367 atoms, the geometry 

optimizations take weeks on two nodes of a computational cluster where each node contains 

24 cores and 256 GB of RAM, therefore it is not practical to use the largest QM regions for 

geometry optimizations. 

The RMSD values, when comparing the calculated structures to the crystal structure of 

FeMoco, are tabulated in Table 3. The MoFe protein is a dimer and therefore there are two 

copies of FeMoco present in the MoFe protein crystal structure. As a reference, the RMSD 

between the two cofactors found in the atomic resolution crystal structure is 0.008 Å and 

0.018 Å for [MoFe7S9C] and MoFe7S9C-HCA-His-Cys, respectively. As can be seen in 

Table 3, there are no large fluctuations in RMSD values when increasing the QM region, 

both for the constrained and unconstrained models. 

Considering the metal-sulfur-carbide core of FeMoco, [MoFe7S9C], the constrained 54 QM 

atom model has a RMSD value of 0.040 Å while the unconstrained 54 QM atom model has 

a RMSD value of 0.072 Å. This difference diminishes with increased numbers of QM atoms 
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and when the size of the QM region is expanded to include the amino acid residues around 

FeMoco, the RMSD values of both the constrained model containing 198 QM atom and 

unconstrained model containing 211 QM atoms, converge nicely to 0.050 Å and 0.051 Å, 

respectively. This could possibly indicate two things. First, when molecular dynamics is 

performed, and the protein is allowed to move (unconstrained model), the forcefield 

description of the protein environment around the cofactor is not good enough and causes 

some artifacts in FeMoco structure due to the effect of electrostatic embedding. This reflects 

in a worse RMSD value, but the effects of bad coordinates seem to vanish with increased 

QM region size, indicating that the structure can be systematically improved by including 

more amino acid residues nearby FeMoco in the QM region. Secondly, both types of model 

setups perform much better compared to when the protein environment is approximated by 

replacing the electrostatic embedding by a dielectric continuum (ε = 4 with COSMO, Table 

3). Within COSMO, the RMSD value is almost double that of the constrained and 

unconstrained model.  

Table 3: QM region convergence in terms of RMSD value in Å (also shown is the RMSD 

between the two copies of FeMoco present in the crystal structure).  

Adapted with permission from “Benediktsson, B. & Bjornsson, R. QM/MM Study of the 

Nitrogenase MoFe Protein Resting State: Broken-Symmetry States, Protonation States, and 

QM Region Convergence in the FeMoco Active Site. Inorg. Chem. 56, 13417–13429 

(2017).” Copyright 2018 American Chemical Society. 

QM region size (atoms) [MoFe7S9C] MoFe7S9C-HCA-His-Cys 

3U7Q crystal 0.008 0.018 

   
54 constrained 0.040 0.105 

103 constrained 0.039 0.099 

127 constrained 0.043 0.102 

154 constrained 0.044 0.104 

198 constrained 0.050 0.103 

247 constrained 0.044 0.100 

282 constrained 0.045 0.101 

334 constrained 0.046 0.106 

367 constrained 0.046 0.100 

   
54 unconstrained 0.072 0.185 

89 unconstrained 0.061 0.183 

127 unconstrained 0.046 0.184 

163 unconstrained 0.052 0.198 

211 unconstrained 0.051 0.195 

   
54 (COSMO) 0.081 0.698 

 

Considering FeMoco and ligating molecules, MoFe7S9C-HCA-His-Cys, the RMSD seems 

worse than for the [MoFe7S9C]. The reason for a worse RMSD value can be blamed on water 

molecules surrounding the homocitrate ligand. As the homocitrate ligand is constrained 
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during MD, the water molecules surrounding the homocitrate may end up in local minima, 

which in turn affects the homocitrate when a QM/MM geometry optimization is performed. 

This is the case both for the constrained model and the unconstrained model, but for the 

unconstrained model one carboxy group of homocitrate is reoriented. 

It is to be noted that the difference in QM region size between the constrained and 

unconstrained model of the size 198 and 211, respectively, is due to the different coordinates 

of water molecules around the homocitrate ligand. More water molecules were included in 

the unconstrained model so important interactions would still be described via QM methods. 

Overall, this is a good indication that one can trust geometries obtained for smaller QM 

regions in these QM/MM calculation and it is not necessary to spend computational 

resources on geometry optimizations with large QM regions. 

 

 

Figure 11: Increasing QM region for the constrained model where the QM region a) is 54 

QM atoms, b) is 154 QM atoms, c) is 247 QM atoms, and d) is 367 QM atoms.  

Reprinted with permission from “Benediktsson, B. & Bjornsson, R. QM/MM Study of the 

Nitrogenase MoFe Protein Resting State: Broken-Symmetry States, Protonation States, and 

QM Region Convergence in the FeMoco Active Site. Inorg. Chem. 56, 13417–13429 

(2017).” Copyright 2018 American Chemical Society. 

Another way to measure convergence with regards to chemical properties rather than 

structural properties is to perturb the system that is being studied by removing or adding an 

electron or a proton. Here, three different vertical events are studied, with vertical indicating 

that the system is not allowed to relax after the change, only a single point calculation is 

performed. The geometries and electronic structure of the ground state is a negative charge 

of the cofactor with BS7-235. The oxidized state was calculated by removing one electron 

and assuming Ms=0 with BS7-235. The reduced state is Ms=2 with BS7-235. The 

deprotonated state is the removal of the proton present on the alcohol group of homocitrate.  
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As can be seen in Table 4, the model is converging nicely with regards to vertical oxidation, 

with values varying in 1-2 kcal/mol between the three largest models, but 10 kcal/mol 

between the largest and smallest QM region. The same is observed for vertical reduction, 

with reduction being 1-2 kcal/mol different between the three largest models but difference 

of approximately 22 kcal/mol for the largest and smallest QM regions is observed. The 

deprotonation event on the other hand do not show as a clear sign of convergence, with the 

difference being 3-4 kcal/mol for the largest three models. The energy difference of the 

largest and smallest QM region though, is 22 kcal/mol, similar to the vertical reduction event. 

These results suggest that computing redox potential or pKa values for FeMoco would be 

rather difficult as large QM regions would be needed. 

Although a relatively small QM region can reproduce the geometry quite nicely with signs 

of convergence, it is not possible to accomplish the same thing when probing the electronic 

structure of FeMoco via these electron/proton perturbations. This is in accordance with 

previous studies suggesting that a large QM region is needed for chemical accuracy. There 

are two possible explanations why perturbation of the system does not seem to converge. 

Firstly, it is possible that the self-interaction error of the hybrid DFT functional used (TPSSh) 

is causing errors as the QM region increases. Secondly, the forcefield description of the 

protein environment is not accurate enough and the electrostatic effect that they induce on 

the cofactor needs to be handled by QM. The former problem could be addressed by 

implementing a functional that is SIE free in the long-range (ωB97X) while the latter 

problem could be addressed via polarizable embedding and polarizable forcefields. 

Table 4: Vertical oxidation, reduction and deprotonation QM/MM energies in kcal/mol for 

FeMoco for different sized QM regions.  

Adapted with permission from “Benediktsson, B. & Bjornsson, R. QM/MM Study of the 

Nitrogenase MoFe Protein Resting State: Broken-Symmetry States, Protonation States, and 

QM Region Convergence in the FeMoco Active Site. Inorg. Chem. 56, 13417–13429 

(2017).” Copyright 2018 American Chemical Society. 

QM region size (atoms) DEOx DEred DEdeprot 

54 56.14 52.49 432.71 

103 57.06 53.34 426.73 

127 57.35 46.15 425.25 

154 59.08 48.82 420.11 

198 64.16 33.00 416.12 

247 66.65 33.29 412.37 

282 67.70 31.88 411.15 

334 65.77 33.67 412.45 

367 66.82 31.62 408.84 

 

3.2.5 Predicting the central atom of FeMoco with QM/MM 

As mentioned previously, the nature of the central atom in FeMoco was not known until 

2011, when it was demonstrated that it was undoubtedly a carbide. It is thus interesting to 

see whether it is possible to predict the nature of this central ligand with QM/MM 

calculations.  
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Table 5: RMSD values (Å) of 54 QM atom FeMoco where the central carbide is substituted 

with oxide or nitride 

 [MoFe7S9C] MoFe7S9C-HCA-His-Cys 

Carbide 0.1049 0.0400 

Nitride 0.1089 0.0367 

Oxide 0.1371 0.0652 

 

As can be seen in Table 5, it is possible to dismiss oxide as a plausible ligand, but the nitride 

and carbide are both structurally similar to the high-resolution crystal structure.  

Table 6: Metal-metal distances in 54 QM atom QM/MM model 

Distances Crystal Carbide Nitride Oxide 

Mo-Fe5 2.73 2.72 2.73 2.75 

Mo-Fe6 2.67 2.67 2.68 2.66 

Mo-Fe7 2.68 2.62 2.63 2.67 

Fe5-Fe6 2.64 2.64 2.66 2.78 

Fe5-Fe7 2.64 2.64 2.67 2.80 

Fe6-Fe7 2.57 2.57 2.60 2.68 

Fe1-Fe2 2.66 2.66 2.67 2.66 

Fe1-Fe3 2.63 2.63 2.63 2.63 

Fe1-Fe4 2.64 2.64 2.65 2.65 

Fe2-Fe3 2.67 2.67 2.69 2.75 

Fe2-Fe4 2.62 2.62 2.64 2.74 

Fe3-Fe4 2.63 2.63 2.64 2.74 

Fe2-Fe6 2.59 2.59 2.61 2.72 

Fe4-Fe5 2.60 2.60 2.59 2.68 

Fe3-Fe7 2.59 2.59 2.61 2.73 

 

By taking a closer look at the metal-metal distances in FeMoco (Table 6), it is not possible 

to dismiss nitride being as good of a candidate as carbide.  

Although careful QM/MM modelling of FeMoco can show that the cofactor has a dominant 

spin isomer BS7-235 and the charge of the cofactor is [MoFe7S9C]-, then the limitations of 

QM/MM come into light as it is not possible to distinguish between a nitride and carbide as 

a central ligand. This is the same result an earlier QM/MM study obtained in 2008, where it 

was not possible to safely conclude which option was better, but oxide was chosen in the 

end.74  

It is possible, however, if in fact one-day FeMoco would be synthesized with a central nitride 

instead of a carbide, that structure would end up being very similar to the natural structure 

with carbide. 
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3.3 Resting state VFe protein QM/MM model 

The VFe protein is similar to the MoFe protein in many aspects but has unique reaction 

capabilities, such as being capable to bind CO in its resting state,38 and with electron flux, 

reduce CO to alkanes.137 It also reduces dinitrogen more efficiently at low temperatures 

when compared to FeMoco, but requires more ATP and produces 3 H2 per N2 reacted 

(instead of 1 H2 for the MoFe protein).27,138 Why this is the case is unknown. FeVco, like 

FeMoco, has a non-integer spin of S = 3/2 in its resting state,139 just as [VFe3S4]
2+ cubanes 

synthesized by Holm and coworkers, where vanadium is in a V(III) oxidation state and the 

irons in Fe(2.5)2Fe(II) oxidation states.140 From XAS, the vanadium ion of FeVco has been 

designated in a V(III) oxidation state, rendering it in a 3d2 configuration.141,142 Interestingly, 

it seems that the irons of FeVco are more reduced than in FeMoco, as interpreted via DFT 

and HERFD-XAS.143 This argument can be further strengthened via EPR experiments on 

dithionite reduced VFe protein, as the resting state has a total spin S = 3/2 and with a V(III) 

ion, then the only formal oxidation state possible for the irons would be Fe4(II)Fe3(III).
144 

FeVco additionally contains a 4-atom bridging ligand between Fe4 and Fe5 instead of sulfide 

S3A, postulated to be either nitrate or carbonate (Figure 12).14 The probable oxidization state 

of FeVco is therefore [VFe7S8(NO3)C]- or [VFe7S8(CO3)C]2- and the metals have formal 

oxidation states of V(III)Fe4(II)Fe3(III). 

 

Figure 12: FeVco with atoms labeled as they appear in the crystal structure.   

Compared to FeMoco, few computational studies have focused on FeVco and none has been 

performed after the discovery of the four-atom ligand. An XES experiment where the 

obtained spectrum was interpreted with the help of DFT, demonstrated the existence of a 

carbide in FeVco quite clearly, but nothing indicated any large structural differences between 

FeVco and FeMoco.23 FeVco has, unlike FeMoco, not a pseudo C3 symmetry outside of the 

protein environment as the four-atom ligand breaks the symmetry.  

It is therefore interesting to see whether a QM/MM approach applied to the VFe protein can 

shed light on the properties of FeVco in its resting state. In this section, the electronic 

structure is presented, and a certain spin-isomer is demonstrated to be preferred in terms of 
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energy due to the presence of the four-atom ligand, unlike for FeMoco. DFT calculations of 

the XES spectrum of FeVco with nitrate or carbonate shed light on why the four-atom ligand 

was not observed in previous studies, but cannot distinguish between these two options. 

3.3.1 Model preparation 

The 1.35 Å resolution crystal structure of the VFe protein14 was used as a starting structure 

using only the amino acid residues present in the structure. When considering the charge of 

the cofactors, the inorganic sulfides are assumed to be S2-, thiolates as S-, carbide as C4-, 

carboxylate as CO2
-, vanadium as V3+ while the irons in FeVco are formally 4Fe2+ and 3Fe3+ 

and the P-cluster in its resting state with ferrous irons.145 Unlike the MoFe protein, the VFe 

protein does not contain an additional iron ion at the boundaries of the α and β subunits but 

instead a Mg2+ ion. Protonation state of titrable residues were decided via visual inspection 

of hydrogen bonds. The residues glutamine, asparagine and histidine were checked whether 

they were correctly oriented (Figure 13), as in crystal structures it is generally not possible 

to distinguish between carbon and nitrogen. This analysis had not been done for the MoFe 

protein. 

As for the cysteine residues that are bound to the P-cluster, they were deprotonated and are 

as follows: Cys49A/D, Cys138A/D, Cys56E/B, Cys75A/D, Cys31B/E and Cys115B/E. The 

cysteine that is bound to FeVco is also deprotonated, Cys257A/D.  

The total charge of the system after protonation by GROMACS is -62 and 62 sodium ions 

are generated in the solute (by randomly replacing water molecules) to neutralize the charge. 

The size of periodic box is 174.97 * 174.97 * 174.97 Å with all angles set at 90°. The total 

volume of the system after solvation is 5356.17 nm3 and has a density of 1006.33 g/l.  

The system was relaxed using the steepest descent algorithm. For the unconstrained model, 

an additional step was performed where all heavy atoms (excluding the metallocofactors) 

were relaxed.  

 

 

Figure 13: Hydrogen bond network revealing the orientation of residues. Most parts of the 

residue Glu is omitted for clarity. a) The residues as they appear in the crystal structure, b) 

protonation shows that this is wrong orientation of Asn260 or Asn274, c) a better way of 

orientating Asn274. 
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Both the unconstrained and constrained model were then simulated with molecular dynamics 

using the canonical ensemble and Berendsen thermostat for 5 ns. At 1100 ps a snapshot was 

extracted, and a spherical cluster model generated. All residues and water molecules within 

42 Å of the carbide of FeVco are included. Additionally, residues numbered from 282 to 440 

in chain D, residues numbered from 12 to 19 in chain D and residues numbered from 194 to 

209 in chain D are included as they interact with chain A, chain C and chain E.  

3.3.2 Protonation and electronic structure of resting state FeVco 

As mentioned previously, the irons of FeVco are more reduced than the irons in FeMoco. 

The electronic structure of FeVco was studied here where the four-atom ligand was assumed 

to be carbonate and an overall charge defined as [VFe7S8(CO3)C]2-. It is assumed that the 

BS solutions of FeVco are similar in nature as the BS solutions for FeMoco.47 The preferred 

spin isomer is though not clear cut as the carbonate that bridges Fe4 and Fe5, or protein 

environment, could have a notable effect on the spin state. Despite this, it is assumed that 

antiferromagnetic coupling is maximized, as it is for FeMoco, and the three BS7 spin isomers 

were studied in detail. 

Within a QM/MM model of the VFe protein, the BS7-235 spin isomer is preferred to the 

BS7-247 and BS7-346 spin isomers by 6.16 kcal/mol and 7.63 kcal/mol, respectively. This 

is not observed for FeMoco, as the energy difference between BS7-235 and BS7-247 is less 

than 1 kcal/mol. To identify the cause of stabilization of the BS7-235 spin isomer, the protein 

environment or the carbonate ligand, calculations were performed in continuum solvation 

and with substitution of a carbonate for a sulfide. 

The preference for BS7-235 is still observed without the protein environment, although the 

difference in energy is smaller, with BS7-247 and BS7-346 being disfavored by 4.24 

kcal/mol and 5.52 kcal/mol, respectively. This indicates that the protein environment has 

some effect but is not the sole factor for the stabilization of BS7-235. When carbonate is 

substituted for sulfide within continuum solvation, the BS7-235 spin isomer is preferred to 

BS7-247 and BS7-346 only by 0.45 kcal/mol and 2.75 kcal/mol, respectively. This indicates 

that carbonate is the major factor for the stabilization of BS7-235 (approx. 4 kcal/mol) but 

the protein environment has some effect as well (approx. 2 kcal/mol). 

Table 7: The energy difference of different BS7 spin isomers with respect to carbonate 

ligand and protein or solvent environment.  

 
Crystal a 

(kcal/mol) 

Optimized b 

(kcal/mol) 

Optimized S9 c 

(kcal/mol) 

QM/MM d 

(kcal/mol) 

BS7-235 0 0 0 0 

BS7-247 8.91 4.24 0.45 6.16 

BS7-346 8.16 5.52 2.75 7.63 

BS10-2467 N/A 25.87 N/A N/A 
a) Single point calculation on the crystal structure geometry with COSMO  

b) Optimized structure in COSMO  

c) Carbonate exchanged for sulfide and structure optimized with COSMO  

d) Full QM/MM calculation 

To elucidate the electronic structure of FeVco, geometrical analysis of QM/MM optimized 

FeVco compared to the 1.35 Å crystal structure, like the one described for FeMoco in section 

3.2.2, was performed. A RMSD analysis of computed structures compared to the crystal 
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structure indicates that BS7-235 fits slightly better than BS7-247 and BS7-346 (Table 8). 

The RMSD values are though too similar to conclude confidently what spin isomer is 

dominant, if any, in FeVco from RMSD alone. The next logical step, as was done for 

FeMoco, is the comparison of calculated metal-metal distances to the ones observed in the 

crystal structure. This analysis was done for both QM/MM and QM models. 

Table 8: RMSD values in Å of different BS7 solutions with an 83 QM/MM atom model. 

Lower RMSD values mean a better fit with the crystal structure 

Cofactor charge [MoFe7S8(CO3)C] [MoFe7S8(CO3)C]+HCA+His442+Cys275 

BS7-235 0.083 0.133 

BS7-247 0.098 0.151 

BS7-346 0.098 0.144 

 

For a QM/MM model, the distances observed between V, and Fe5, Fe6, and Fe7 in the three 

spin isomers show all the same trend as observed in the crystal structure (Table 9Error! 

Reference source not found.). V-Fe5 is short, V-Fe6 is long and with V-Fe7 being in-

between. For BS7-235, the maximum deviation from the crystal structure for V-Fe distances 

is 0.07 Å for V-Fe6 whereas BS7-247 and BS7-346 deviate 0.11 Å and 0.15 Å, respectively, 

forV-Fe5. 

The distances between all iron ions seems more uniform. BS7-346 deviates at maximum 

0.13 Å for Fe1-Fe2. For BS7-247, the Fe1-Fe4 distance is 0.08 Å longer than observed in the 

crystal structure. BS7-235 has a Fe4-Fe5 distance that is 0.08 shorter than observed in the 

crystal structure.  

Table 9: Metal-metal distances in FeVco both in QM/MM and QM 

Method X-ray QM/MM QM/MM QM/MM QM QM QM 

Spin N/A BS7-235 BS7-247 BS7-346 BS7-235 BS7-247 BS7-346 

V-Fe5 2.70 2.68 2.59 2.57 2.74 2.66 2.70 

V-Fe6 2.77 2.84 2.79 2.81 2.85 2.81 2.73 

V-Fe7 2.73 2.72 2.70 2.66 2.77 2.70 2.74 

Fe5-Fe6 2.60 2.65 2.54 2.63 2.68 2.53 2.65 

Fe5-Fe7 2.63 2.69 2.68 2.61 2.68 2.65 2.53 

Fe6-Fe7 2.57 2.57 2.61 2.61 2.54 2.62 2.62 

Fe1-Fe2 2.71 2.71 2.71 2.84 2.72 2.72 2.70 

Fe1-Fe3 2.66 2.66 2.73 2.68 2.70 2.68 2.71 

Fe1-Fe4 2.58 2.61 2.66 2.67 2.65 2.75 2.75 

Fe2-Fe3 2.63 2.61 2.61 2.61 2.61 2.63 2.63 

Fe2-Fe4 2.62 2.64 2.67 2.64 2.66 2.62 2.65 

Fe3-Fe4 2.63 2.66 2.65 2.61 2.65 2.65 2.62 

Fe2-Fe6 2.63 2.62 2.60 2.60 2.64 2.61 2.56 

Fe4-Fe5 2.78 2.70 2.79 2.79 2.71 2.94 2.98 

Fe3-Fe7 2.60 2.60 2.58 2.58 2.62 2.57 2.60 

 



40 

Interestingly, a QM model with continuum solvation (COSMO, epsilon 4) shows a trend for 

metal-metal distances attributed with Fe4. The Fe1-Fe4 distance is 0.17 Å longer than 

observed for the crystal structure in the case for BS7-247 and BS7-346 whereas for BS7-

235, the distance is 0.07 Å longer. A similar increase is observed for Fe4-Fe5 distance with 

0.16 Å and 0.20 Å lengthening observed for BS7-247 and BS7-346, respectively. This is not 

observed for BS7-235 where the distance deviates only 0.07 Å.  

A possible way to interpret the sensitivity of metal-metal distances to spin isomers is through 

physical oxidation states of the metals. For BS7-235, the Fe4-Fe5 distance is shorter than for 

BS7-247 and BS7-346 by 0.09 Å in QM/MM and 0.23 Å 0.27 Å for QM. This can perhaps 

be explained somewhat by physical oxidation states of Fe5 being a Fe(II) and Fe4 being a 

Fe(III) ion in the case of BS7-235 but Fe4 and Fe5 being Fe(2.5) and Fe(2.5). Why this is 

observed is currently not understood. It seems that CO3
2- (as assumed here) binding to Fe4 

and Fe5 has a more stabilizing effect when bound to local Fe(II) and Fe(III) ions, rather than 

when bound to Fe ions that are part of a mixed-valence pair, i.e. with Fe(2.5) character. Fe4 

would at least be considered a harder metal ion that would bind a hard ligand like CO3
2- 

preferably. 

 

Figure 14: Due to the protein environment, there are three different broken symmetry 

solutions that maximize anti-ferromagnetic coupling. The iron ions that are spin-down are 

designated with a down arrow and iron ions that are spin-up with an up arrow. Small arrows 

depict a single electron. The small red arrow is the postulated extra electron that renders 

the overall iron environment in FeVco more reduced. 

FeVco contains a homocitrate ligand just as FeMoco and an alcohol group instead of an 

alkoxide group seems the likelier option as the distance observed in the 1.35 Å resting state 

crystal structure is 2.54 Å while a QM/MM optimized FeVco with an alcohol proton has a 

distance of 2.52 Å, strongly indicating a protonated homocitrate. It was thus assumed to be 

protonated like in the MoFe protein. 

To conclude, the BS7-235 isomer is favored with regards to energy due to the protein 

environment and the carbonate ligand. BS7-235 also fits the experimental structure better 

than BS7-247 and BS7-346 as RMSD analysis and metal-metal distances reveal. Why FeVco 

seems to stabilize this spin isomer is presently not clear, but it would potentially have an 

effect on the reactivity of the cluster.  
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3.3.3 Effects of S2-, NO3
-, and CO3

2- on calculated XES spectra for 

FeVco 

In the discussion of resting state VFe protein QM/MM model in section 3.3.2, the four-atom 

bridging ligand of FeVco was assumed to be CO3
2-, as proposed in the original 

crystallographic study, though NO3
- was also suggested as a possibility.14 In a recent 

comparative study of FeVco and FeMoco, the experimental Fe XES spectrum and DFT-

calculated XES spectrum were used to demonstrate that FeVco, like FeMoco, contains a 

carbide.23 Another study also demonstrated the heterometal-iron interaction seems to differ 

between FeMoco and FeVco.143 This was before the crystal structure of VFe protein was 

resolved and the calculations were performed with S2- instead of CO3
2- or NO3

- at the S3A 

position. The calculated XES spectrum in the study fits very well with the experimental 

spectrum. It is therefore of interest to find out what effects CO3
2- or NO3

- will have on a 

calculated XES spectrum (if any) and if distinguishing between the ligands is possible. It is 

also conceivable that the extra ligand is an artifact of the crystallization conditions. 

An Fe-XES experiment is performed by exposing a sample to an X-ray beam, resulting in 

the removal of an 1s electron from an Fe ion, effectively creating a hole. The corresponding 

energy when another electron, either Fe-based or ligand-based, fills the hole and the energy 

difference between the initial state and final state is released as an electromagnetic wave 

which can be detected. XES in the valence-to-core region, Kβ2.5/ Kβ”, can be a sensitive 

technique for getting information about ligated molecules to an Fe ion as demonstrated in 

recent studies.13,146–149 A straightforward way to calculate an XES spectrum is to assume that 

the energy difference in orbital energies in a DFT described ground state is more or less 

equal to the energy observed for a transition. With this method, one does not need to compute 

an excited state wavefunction for a singly occupied 1s orbital, which would be the 

theoretically correct way. The intensity of such a transition is calculated including electric 

dipole, magnetic dipole and and quadrupole contributions using the XES code as 

implemented in ORCA.149 

The XES calculations were performed on a TPSSh optimized QM/MM structure of 57 atoms 

(54 atoms for a S2- model) with the BP86 functional in ORCA. When performing the XES 

calculations, pointcharges from ChemShell were used to include the electrostatic 

environment of the protein. Other computational parameters are as described previously. 

Four separate XES calculations were performed: FeMoco, FeVco with nine sulfides, FeVco 

with carbonate, and FeVco with nitrate. The calculated spectrum for each model can be seen 

in Figure 15. 

Interestingly, there is some difference observed between the four calculated models. The two 

small peaks labeled a) and b) in Figure 15 are calculated transitions that are characteristic 

for NO3
- or CO3

2-
, respectively. It is not possible to see these low-intensity peaks in the 

experimental spectrum, likely due to the resolution. The larger peak c) (labeled Kβ” in the 

experimental spectrum) is made from contribution from transitions associated with NO3
-, S2- 

and C4-, whereas the contribution from CO3
2- transitions is shifted to higher energy, labeled 

d) in Figure 15. The peak labeled e) (labeled Kβ2.5 in the experimental spectrum) consists 

mainly of transitions from S2- that possess strong p-orbital like characteristics. The calculated 

intensity for peak e) is lower for all FeVco models when compared to FeMoco. The peak 

labeled f) in Figure 15 involves transition of electrons occupying the 3d orbitals of irons. 
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Figure 15: Calculated XES spectra of FeMoco (color-coded black), FeVco with a sulfide in 

the S3A position (color-coded red), FeVco with a carbonate in the S3A position (color-coded 

green), and FeVco with a nitrate in the S3A position (color-coded blue). The colored shaded 

areas are the difference between FeMoco and other models, color-coded. A negative peak 

of FeMoco-min-FeVco means that the signal is stronger for FeVco, whereas a positive peak 

of FeMoco-min-FeVco means that the signal is weaker for FeVco. The peaks can be 

characterized by contribution, a) nitrate and smaller contribution from carbonate, b) 

carbonate, c) carbide, sulfide, carbonate, and nitrate, d) peak exclusive for carbonate, e) 

carbide and sulfide, f) iron d-orbitals, g) XES spectrum of MoFe and VFe protein where the 

upper part is directly measured spectrum of FeVco and FeMoco whereas the lower part is 

the difference between FeMoco and FeVco (reprinted from Rees, J. A. et al. The Fe-V 

Cofactor of Vanadium Nitrogenase Contains an Interstitial Carbon Atom. Angew. Chemie 

Int. Ed. 54, 13249–13252 (2015) under the Creative Commons Attribution Non-Commercial 

NoDerivs License). Calculated spectrum plotted with Gaussian fit and broadening factor of 

1.5 with orca_mpspc. 

The difference in intensity for transitions associated with 3d orbitals of iron can be 

understood with the overall oxidation state of the irons, as it is postulated that the irons of 

FeVco are overall more reduced by one electron than in FeMoco. One more electron would 

likely translate to increased intensity. The 4-atom ligand has the effect of decreasing the 

overall signal obtained as well as shifting the e) peak somewhat in. This can be understood 

from the lack of a ninth sulfide, which causes a drop in the intensity. 

It is hard to distinguish between the three possible FeVco models as the calculated spectra 

contain similar elements when comparing them to the experimental spectrum. Comparison 

is further complicated by the presence of noise in the experimental spectra. Overall, it may 

be possible to argue that the spectrum obtained for FeVco with CO3
2- fits the experimental 

spectrum slightly better than the two other options, as d) can possibly be observed in the 
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experimental spectrum, and e) and f) show the strongest variation from the calculated 

FeMoco spectrum. It is possible to exclude S2- i.e. VFe7S9C as an option as f) is too similar 

to FeMoco. As for NO3
-, it cannot be safely ruled out as an option as it contains features 

similar to CO3
2- although the peak labeled d) is not observed. This could maybe be resolved 

with a higher resolution XES spectrum. 

3.4 Turnover state VFe protein QM/MM model 

As briefly mentioned in Section 1.1, a recent resolved crystal structure of the VFe protein 

isolated during turnover conditions revealed that sulfide S2B of FeVco had been replaced 

by a light atom (N or O) and the sulfide could be found 7 Å away (Figure 16). The isolated 

VFe protein had an EPR signal of S = 3/2 with g-values at 2.04 and 1.93 decreased in 

intensity and g-values of 4.35 and 3.82 increased in intensity, compared to the resting state 

VFe protein. As the FeVco with the unknown ligand is paramagnetic, with modified EPR g-

values, and only one light atom observed, it was postulated to be a catalytic intermediate of 

dinitrogen reduction in the form of an NH at the E6 state of the Lowe-Thorneley catalytic 

cycle, formally making it an NH0. An oxygen based ligand, such as an OH, was though not 

ruled out as a possibility.15  

Based on this discovery and with the assumption that FeVco and FeMoco reduce dinitrogen 

in the same manner, a catalytic mechanism was proposed. The first reduction of FeVco 

would reduce an Fe3+ to Fe2+ (FeVco in an E1 state). Further reduction to E2 would yield the 

first hydride and a proton (FeVco in an E2 state), as it is possible for FeVco (and FeMoco) 

to relax to its resting state with hydrogen evolution. Further reduction to E3 would generate 

a Fe site that is capable of dinitrogen binding, but not activation, and at this stage dinitrogen 

binding is reversible with substitution for dihydrogen. Another reduction event creates the 

second hydride and possible protonation event on the cluster. At this point, a reductive 

elimination of the two hydrides yields two Fe(II) sites, proposed to be Fe2 and Fe6, and 

dinitrogen is bound in a bridging manner and then doubly protonated. At this point, 

dihydrogen can still substitute the bound dinitrogen. At E5 or E6, the dinitrogen bond is 

cleaved, and one molecule of ammonia is formed, which leaves an NH bridging the two 

irons. This is the proposed state that the crystal structure exhibits. Two more reduction and 

protonation events eventually reduces the NH ligand to ammonia, with FeVco reverting to 

its resting state.15 

The proposed catalytic cycle, if true, would mean that dinitrogen is reduced in a distal 

pathway, which is at odds with the alternating pathway that had previously been 

suggested.150 Although impressive work, the study contains some assumptions such as that 

knowledge about the MoFe protein can be extrapolated to the VFe protein. One caveat to 

this is that VFe produces 3 H2 molecules for each dinitrogen turnover whereas MoFe 

produces 1 H2 molecule, which seems incompatible with the reductive elimination of two 

hydrides to form dihydrogen. This is an indicator that V nitrogenase could have either a 

modified or a different catalytic mechanism altogether. The assumption of NH (an exotic 

species) over OH is also potentially a dangerous one. It also seems unusual that a dinitrogen-

derived catalytic reaction intermediate can be crystallized like this, as it has been proposed 

that after initial binding and protonation, the reaction is thermodynamically strongly favored 

towards the products.151,152 
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An alternative possibility is that the crystallized VFe protein with the unknown ligand is a 

result of a side reaction, possibly where either an H2O derived OH- or direct binding of OH- 

to FeVco bridging between Fe2 and Fe6 (optimal pH for nitrogenases are alkaline solutions, 

although local pH within the protein can vary).37  

 

Figure 16: Fevco with the unknown ligand bound as the cofactor presents itself in the 

crystal structure (PDB ID: 6FEA).  

Benediktsson, B., Thorhallsson, A. T. & Bjornsson, R. QM/MM calculations reveal a 

bridging hydroxo group in a vanadium nitrogenase crystal structure. Chem. Commun. 

(2018). doi:10.1039/C8CC03793K – Reproduced by permission of The Royal Society of 

Chemistry. 153  

As described in Section 3.2.2 and 3.3.2, it was possible to determine the charge, electronic 

structure and protonation state of FeMoco and FeVco through a careful comparison of a 

QM/MM model to the available atomic resolution crystal structure. It is therefore intriguing 

to see whether a QM/MM model can conclusively shed light on the nature of this unknown 

ligand. In this section, the metal-metal distances of FeVco in a QM/MM model are compared 

to metal-metal distances in the crystal structure and reveal that the bridging ligand is likely 

not an NH ligand. Furthermore, a hydrogen bonding network between homocitrate, Gln176, 

and His180, is revealed to be sensitive both the ligand and to the overall charge of the 

cofactor. This geometric analysis concludes that an OH species is far more likely as being 

the ligand in this new crystal structure. This work has been submitted for publication. 

Finally, an XES spectrum was computed for the most likely NH or OH species and reveals 

that XES should be capable, in theory, of discerning between the two.  

3.4.1 Model preparation 

The available crystal structure at 1.20 Å was used as the starting point for the QM/MM 

model.15 To facilitate model preparations, it was assumed that the protonation states in this 

crystal structure are the same as for the resting state VFe model, as visual inspection indicates 

the two structures to be very similar. The new crystal structure also includes more residues 
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of the VFe protein than previously resolved. Of these residues additionally resolved, none 

are titrable which means that they do not have to be checked for their protonation state. An 

MM model was prepared analogously to the one based on the 1.35 Å resolution crystal 

structure, but the atom charges for FeVco with an NH2- ligand were adapted from Mulliken 

spin population analysis, calculated at the same level of theory as for FeVco in the resting 

state.  

After protonation and solvation, the system contained 7956 atoms and had 61- charge. The 

charge was neutralized with the addition of 61 Na+ ions which replaced water molecules 

present in the solvent. The protonated system was then dissolved in approximately 5000 

nm3 cubic box with 151818 TIP3P water molecules. The system was then relaxed where all 

heavy atoms, except for water molecules, were constrained. The system was then 

simulated in a same manner as for the resting state VFe protein for 2 ns, where a spherical 

model based on 42 Å radius from the central carbide was cut out. All QM/MM models 

were of the same size, approximately 106 atoms, and contained the FeVco cofactor, singly 

protonated homocitrate and the sidechains of residues Lys83D, Gln176D, His180D, 

Cys257D, Arg339D, Lys361D and His423D as well.  

3.4.2 Nature of the unresolved ligand in the new ligand-bound 

crystal structure 

As can been seen in Figure 18, the residues Gln176 and His180 are oriented in such a way 

that hydrogen bond system is formed, which is not observed in the resting state crystal 

structure of the VFe protein (albeit it does not show the resting state VFe protein, Figure 30 

demonstrates how His195 and Gln191 are oriented in the QM/MM model of the MoFe 

protein resting state, which is similar to what is observed in the VFe protein crystal 

structure). The strong hydrogen bond between the carbonyl oxygen of Gln176 and the 

unknown ligand X, 2.51 Å in one copy of the active site and 2.39 Å in the other copy (the 

VFe protein is a dimer, a crystal structure of the VFe protein contains two copies of FeVco), 

indicate that X must be protonated, likely by one proton.  

In general, O(H)…O hydrogen bonds are stronger than N(H)…O hydrogen bonds, with the 

former ranging from 2.54 Å to 2.82 Å (heavy atom – heavy atom distance) and the latter 

ranging from 2.75 Å to 2.98 Å.131 Interestingly, the hydrogen bond distances observed for 

Gln176, His180 and homocitrate fit nicely in this category, with His180 and Gln176 

hydrogen bond, N(H)…O being 2.84 Å and the hydrogen bond between Gln176 and 

homocitrate, N(H)…O, being 2.89 Å. As the X(H)…O hydrogen bond is strong, it seems 

that an OH ligand would be a better fit, whereas an NH ligand would result in a weaker 

hydrogen bond. As FeVco is an exotic metal cluster with a complicated electronic structure, 

it could very well be however that an NH ligand would behave differently in such an 

environment. It is also not clear whether an NH ligand would be a nitrene (NH0) or nitride 

(NH2-). 

As the redox state of FeVco in the crystal structure is not known but the spin-state was 

revealed via EPR as S = 3/2, then two possible oxidation states were tested; same oxidation 

state as the resting state, labelled as E0, and an oxidation state where FeVco was oxidized by 

two electrons, labelled as Eox. A more reduced state was considered unlikely, as discussed 

later. It is also possible to think of the two different oxidation states studied as different 
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interpretation of the NH ligand. The Eox state would represent an NH0 (nitrene) whereas E0 

would represent an NH2- (nitride).  

 

 

Figure 17: Figure 18: Important lengths in the crystal structure of turnover FeVco. 

Benediktsson, B., Thorhallsson, A. T. & Bjornsson, R. QM/MM calculations reveal a 

bridging hydroxo group in a vanadium nitrogenase crystal structure. Chem. Commun. 

(2018). doi:10.1039/C8CC03793K – Reproduced by permission of The Royal Society of 

Chemistry.  

As the bridging ligand between Fe4 and Fe5 could either be CO3
2- or NO3

-, both options were 

tested (although section 3.3.3 concluded that CO3
2- might be the likelier option). This yields 

four possible options that have to be tested for each ligand possibility, making it overall 8 

QM/MM models. For an NH ligand, these options are, [VFe7S8(CO3)NH]2-, 

[VFe7S8(CO3)NH]0, [VFe7S8(NO3)NH]-, and [VFe7S8(NO3)NH]+. For an OH ligand, these 

options are [VFe7S8(CO3)OH]-, [VFe7S8(CO3)OH]+, [VFe7S8(NO3)OH], and 

[VFe7S8(NO3)OH]2+. All the QM/MM models can be seen in Figure 19 and structural 

parameters are tabulated in Table 10 and Table 11. 

At this point, it is worth mentioning that metal-metal distances are better resolved than light 

atoms ligated to them due to the Fourier ripple effects, which was the reason why the central 

atom of FeMoco was not resolved until the near-atomic resolution crystal structure was 

resolved.154,155 Not only are metal-light atoms less resolved, but hydrogen bonds as well. In 

stark contrast, metal-metal distances are well resolved.  
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In a QM/MM calculation with a NH for an E0 state and with a carbonate (Figure 19 a)), the 

high negative charge of the cofactor ended up yielding an electronic structure with positive 

orbital energies. This means that the electrons occupying these orbitals would not be 

stabilized on FeVco. This indicates that there is something wrong with the model studied. 

This was also the reason why a more reduced cofactor was not considered viable. This is the 

only case where positive orbital energies were observed, and two protons introduced on 

homocitrate solved the problem and yielded an electronic structure where all orbitals had 

negative energies.  

Starting with comparison of the X(H)…O hydrogen bond, an NH modelled as 

[VFe7S8(CO3)NH]2- gives a too long hydrogen bond of 2.92 Å, which is noticeably longer 

than the hydrogen bonds between His180 and Gln176 (calc. 2.70 Å) as well for Gln176 and 

homocitrate (calc. 2.89 Å). This is the opposite of what is observed in the crystal structure 

(Figure 18). This is also the model that ended up with positive orbital energies, but the same 

model with doubly protonated homocitrate did not give any considerable better N(H)…O 

hydrogen bond, with the slight improvement to 2.88 Å. The calculated Fe-NH bonds are also 

0.23 Å and 0.24 Å shorter (calc. 1.80 Å and 1.83 Å) than in the crystal structure. This notable 

difference should not be taken at a face value though, as previously mentioned, light atoms 

ligated to heavier ones are less resolved. On the other hand, the Fe2-Fe6 distance is better 

resolved, but in the case for an NH0, is 0.13Å shorter compared to the experimental distance 

(calc. 2.50 Å). Interestingly, crystal structures of the MoFe protein with a better resolution 

than 2.0 Å do not show a greater deviation of Fe-Fe distances than 0.05 Å, with the average 

deviation being 0.03 Å (Appendix D, Table 22). This would make the NH modelled as 

[VFe7S8(CO3)NH]2- a bad fit, as a shortening to 2.52 Å should be resolved in the crystal 

structure.  

When NH is modelled instead as [VFe7S8(NO3)NH]- (Figure 19 b), a shortening in the 

N(H)…O hydrogen is observed (calc. 2.82 Å), which is better but still far off when compared 

to the crystal structure and the Fe2-Fe6 distance is still too short (2.54 Å). As for Eox 

calculated models with CO3
2- and NO3

- (Figure 19 c and d), the N(H)…O hydrogen bond is 

strengthened and has now a distance of 2.69 Å and 2.66 Å, respectively. Although giving a 

better fit for the N(H)…O hydrogen bond, then other hydrogen bonds are affected and causes 

His180 to reorient itself. The Fe2-Fe6 distance is still too short for both CO3
2- and NO3

- 

calculated models by 0.14 Å and 0.15 Å, respectively. Additionally, the oxidation of two 

electrons from E0 to Eox results in an increased Fe2-Fe3 distance for the CO3
2- and NO3

- 

calculated models by 0.19 Å and 0.21 Å, respectively, as well V-Fe6 distances being too 

long. 

As the metal-metal distances in the VFe protein resting state crystal structure and the VFe 

protein turnover state crystal structure are similar, it is unlikely that FeVco in the crystal 

structure of the turnover state VFe protein is in an Eox state. Calculations predict changes in 

metal-metal distances that should most likely be observed in a crystal structure of 1.20 Å 

resolution. Furthermore, the Fe2-Fe6 distance makes an NH ligand overall more unlikely 

option. 

 



48 

 

Figure 19: Structures of calculated XH models. a) NH with E0 charge and CO3
2- b) NH with 

E0 charge and NO3
- c) NH with Eox charge and CO3

2- d) NH with Eox charge and NO3
- e) 

OH with E0 charge and CO3
2- f) OH with E0 charge and NO3

- g) OH with Eox charge and 

CO3
2- h) OH with Eox charge and NO3

-. Benediktsson, B., Thorhallsson, A. T. & Bjornsson, 

R. QM/MM calculations reveal a bridging hydroxo group in a vanadium nitrogenase crystal 

structure. Chem. Commun. (2018). doi:10.1039/C8CC03793K – Reproduced by permission 

of The Royal Society of Chemistry. 
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When the unknown ligand is modelled as OH with CO3
2- (Figure 19e), it results in an Fe2-

Fe6 distance that is a much better fit with the crystal structure, only 0.02 Å longer, and as 

well a stronger O(H)…O hydrogen bond with a length of 2.58 Å. The less resolved Fe-OH 

bonds seem also fit better than the NH option, being only ~ 0.1 Å shorter than what is 

observed in the crystal structure instead of ~0.2 Å for an NH ligand. When CO3
2- is 

substituted for NO3
-, the O(H)…O hydrogen bond is shortened to 2.49 Å but the hydrogen 

bond network is disrupted and His180 is reoriented. When Eox options are studied, the 

O(H)…O hydrogen bond is even stronger with it being 2.40 Å when CO3
2- is present but 

2.43 Å when NO3
- is considered. The metal-metal distances show also anomalies similar to 

Eox for the NH models.  

Interestingly, there seems to be sensitivity of the His180, Gln176, and homocitrate hydrogen 

bond network to the overall charge of FeVco. When the overall charge of 

[VFe7S7(YO3)XH]n is neutral or positive (n > -1), then the hydrogen bond network is 

disrupted. This causes His180 to reorient in all models as well as causing the <Fe2-Fe6-

OGln176-X dihedral angle to change from positive values to negative. It is therefore reasonable 

to exclude an NO3
- as the bridging ligand for an OH ligand, as it causes the hydrogen network 

described to break. 

When all points are considered, NH seems like a much worse candidate for the unknown 

ligand as overall changes in Fe-Fe distances (0.13-0.20 Å) are such that they should have 

been resolved in the crystal structure of the turnover VFe protein, whether in E0 or Eox state 

or with CO3
2- or NO3

-. The light-light atom and heavy-light atom distances are also worse, 

with large deviations (0.5 Å – 1.0 Å) from the crystal structure. On the other hand, OH with 

a CO3
2- ligand in E0 is a likely option, with Fe-Fe distances fitting much better with what is 

observed in the crystal structure (max deviation 0.05 Å) as well as the light-light atom and 

heavy-light atom distances fitting better. The overall hydrogen bond network is also retained.  

As the unknown ligand can now plausibly be discussed as being an OH rather than an NH, 

it perhaps reduces the mechanistic significance of the turnover state crystal structure. 

Contrarily, an OH ligand raises questions such as whether water plays a role in the redox 

chemistry of FeVco. Perhaps one interpretation is that the isolated crystal structure is in the 

E7 or E8 state, where ammonia has been formed but the open site makes it possible for a 

water molecule to bind. Alternatively, the crystal structure may contain a species of FeVco 

in a reversible side-reaction not too dissimilar to the Ni-A and Ni-B states of Ni-Fe 

hydrogenase, where hydroxo bridges derived from water have been suggested.156,157 The 

crystal structure of this turnover state VFe protein, although it does not contain a catalytic 

intermediate of dinitrogen, further solidifies the lability of the sulfide bridges of the 

nitrogenase clusters during electron-flux conditions, though it still is an open question of 

whether sulfides truly leave the cofactor, even temporarily. In this context it should be 

mentioned that two crystal structures of the MoFe protein exists where the S2B bridge has 

been be substituted, one with carbon monoxide34 whereas the other contains selenium.158 
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Table 10: Important distances (and a dihedral) in calculated NH models.  

Benediktsson, B., Thorhallsson, A. T. & Bjornsson, R. QM/MM calculations reveal a 

bridging hydroxo group in a vanadium nitrogenase crystal structure. Chem. Commun. 

(2018). doi:10.1039/C8CC03793K – Adapted by permission of The Royal Society of 

Chemistry. 

Fe2-Fe6 lig.:  NH NH NH NH Crystal 

Fe4-Fe5 lig.:  CO3
2- NO3

- CO3
2- NO3

-  
Redox state: E0 E0 Eox Eox ABC,DEF[a]        

Q176-X 2.92 2.82 2.69 2.66 2.51, 2.39 

Q176-H180 2.70 2.73 3.84 3.32 2.85, 2.83 

Q176-HC 2.89 2.85 2.99 3.02 2.87, 2.91 

Fe2-X 1.81 1.82 1.78 1.77 2.01, 2.08 

Fe6-X 1.82 1.77 1.82 1.79 2.01, 2.05 

Fe2-Fe6 2.52 2.54 2.51 2.50 2.64, 2.65 

      

<Fe2-Fe6-Q176-X 6.01 3.03 -6.98 -0.66 4.30, 6.11 

C-X 2.91 2.91 2.91 2.90 3.05, 3.15 

V-Fe5 2.73 2.70 2.70 2.75 2.71, 2.70 

V-Fe6 2.88 3.04 2.93 2.88 2.79, 2.78 

V-Fe7 2.71 2.66 2.77 2.81 2.77, 2.76 

Fe5-Fe6 2.65 2.64 2.68 2.62 2.58, 2.59 

Fe5-Fe7 2.67 2.60 2.66 2.63 2.64, 2.58 

Fe6-Fe7 2.53 2.53 2.50 2.72 2.58, 2.64 

Fe4-Fe5 2.77 2.79 2.74 2.65 2.79, 2.78 

Fe3-Fe7 2.60 2.58 2.56 2.58 2.60, 2.60 

Fe1-Fe2 2.68 2.67 2.70 2.71 2.69, 2.68 

Fe1-Fe3 2.67 2.65 2.65 2.66 2.67, 2.67 

Fe1-Fe4 2.59 2.60 2.59 2.56 2.59, 2.59 

Fe2-Fe3 2.60 2.62 2.81 2.79 2.63, 2.64 

Fe2-Fe4 2.64 2.68 2.67 2.67 2.64, 2.63 

Fe3-Fe4 2.69 2.63 2.68 2.63 2.64, 2.65       
Tot. charge 3- 2- 1- 0  

[VFe7S8C(YO3)X]n 2- 1- 0 1+  
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Table 11: Important distances (and a dihedral) in calculated NH models. Benediktsson, B., 

Thorhallsson, A. T. & Bjornsson, R. QM/MM calculations reveal a bridging hydroxo 

group in a vanadium nitrogenase crystal structure. Chem. Commun. (2018). 

doi:10.1039/C8CC03793K – Adapted by permission of The Royal Society of Chemistry. 

Fe2-Fe6 lig.: OH OH OH OH Crystal 

Fe4-Fe5 lig.: CO3
2- NO3

- CO3
2- NO3

-  
Redox state: E0 E0 Eox Eox ABC,DEF[a]        

Q176-X 2.58 2.49 2.40 2.43 2.51, 2.39 

Q176-H180 2.77 3.97 3.99 4.00 2.85, 2.83 

Q176-HC 2.81 2.94 2.91 2.98 2.87, 2.91 

Fe2-X 1.89 1.88 1.86 1.85 2.01, 2.08 

Fe6-X 1.90 1.94 1.91 1.91 2.01, 2.05 

Fe2-Fe6 2.67 2.65 2.63 2.62 2.64, 2.65 

      

<Fe2-Fe6-Q176-X 5.68 -11.39 -7.79 -10.18 4.30, 6.11 

C-X 2.90 2.93 2.92 2.93 3.05, 3.15 

V-Fe5 2.74 2.71 2.73 2.76 2.71, 2.70 

V-Fe6 2.81 2.87 2.91 2.94 2.79, 2.78 

V-Fe7 2.71 2.74 2.73 2.96 2.77, 2.76 

Fe5-Fe6 2.63 2.66 2.70 2.64 2.58, 2.59 

Fe5-Fe7 2.66 2.60 2.66 2.62 2.64, 2.58 

Fe6-Fe7 2.51 2.56 2.73 2.58 2.58, 2.64 

Fe4-Fe5 2.74 2.65 2.61 2.67 2.79, 2.78 

Fe3-Fe7 2.58 2.59 2.56 2.58 2.60, 2.60 

Fe1-Fe2 2.69 2.71 2.73 2.73 2.69, 2.68 

Fe1-Fe3 2.64 2.63 2.66 2.67 2.67, 2.67 

Fe1-Fe4 2.62 2.57 2.62 2.57 2.59, 2.59 

Fe2-Fe3 2.58 2.65 2.80 2.85 2.63, 2.64 

Fe2-Fe4 2.65 2.63 2.70 2.66 2.64, 2.63 

Fe3-Fe4 2.66 2.62 2.68 2.62 2.64, 2.65       
Tot. charge 2- 1- 0 1+  

[VFe7S8C(YO3)X]n 1- 0 1+ 2+  
 

  



52 

3.4.3 Differentiating between an NH or an OH group via XES 

As was previously discussed in section 3.3.3, it might be possible to discern whether FeVco 

harbors a nitrate or carbonate ligand by a higher resolution XES. It is therefore interesting 

to see whether XES could, in theory, be capable of discerning between an NH or an OH 

ligand, giving additional spectroscopic verification of our OH assignment. In this section, 

four possible options for FeVco with the unknown ligand are studied. FeVco with NH and 

carbonate, in the E0 or Eox oxidation state, or FeVco with OH and carbonate, in the E0 or Eox 

oxidation state. The calculations performed in this section are performed in a parallel manner 

to the calculations previously described in section 3.3.3, except with an increased QM region 

to include additionally to His423D and Cys257D the following residues: Lys83D, Gln176D, 

His180D, Arg339D, and Lys361D. This sub-section will discuss the DFT calculated 

spectrum briefly. 

Figure 20 shows the calculated spectrum for FeVco resting state (BS7-235, 

[VFe7S8(CO3)C]2-) and for NH or OH containing FeVco in the Eox oxidation state, whereas 

Figure 21 shows FeVco resting state and NH or OH containing FeVco in the E0 oxidation 

state. The peak labelled a) contains transitions from either OH or CO3
2-, but b) contains 

transitions from NH. Only from these two peaks, which are the same irrelevant of the total 

oxidation state, it should be possible to determine what specie the unknown ligand is if an 

obtained experimental XES spectrum of high resolution is obtained. 

The peaks labelled c) and d) contain the same transitions as discussed in section 3.3.3 and 

show some sensitivity towards the ligand and oxidation state. Depending on the resolution 

of the experimental XES spectrum, this might not be resolved. The peaks labelled e) and f) 

on the other hand differ quite a lot with respect to the overall oxidation state of FeVco. 

Interestingly the calculated Eox spectra, irrelevant of ligand, seem to show a better fit to 

FeVco resting state, whereas assuming an E0 oxidation state, the peaks e) and f) are shifted.  

This XES study, although not very extensive, indicates that with an experimental XES 

spectrum of the turnover VFe protein should not only be able to discern between an OH and 

an NH ligand, but the oxidation state as well. A decision table to discern between 

possibilities is presented in Table 12. 

Table 12: A decision table to discern between the possible nature of the unkown ligand and 

oxidation state FeVco. 

 Peaks e) and f) shifted Peaks e) and f) not considerably shifted 

Peak a) observed OH and E0 OH and Eox 

Peak b) observed NH and E0 NH and Eox 
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Figure 20: Assumed carbonate and Eox. The graph is color-coded, black is resting state 

FeVco, blue is turnover-state FeVco modelled with an NH ligand and red is turnover state 

FeVco modelled with an OH ligand. The shaded areas represent the intensity difference of 

FeVco with either NH or OH subtracted from resting state FeVco. The peaks can be 

understood as a) peak consisting of transitions associated with carbonate and OH, b) peak 

that is characteristic for an NH ligand, whereas c), d), e), and f) are contributions from other 

ligands. Plotted with Gaussian fit and broadening factor of 1.5 with orca_mpspc. 
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Figure 21: Assumed carbonate and E0. The graph is color-coded, black is resting state 

FeVco, blue is turnover-state FeVco modelled with an NH ligand and red is turnover state 

FeVco modelled with an OH ligand. The shaded areas represent the intensity difference of 

FeVco with either NH or OH subtracted from resting state FeVco. The peaks can be 

understood as a) peak consisting of transitions associated with carbonate and OH, b) peak 

that is characteristic for an NH ligand, whereas c), d), e), and f) are contributions from other 

ligands. Plotted with Gaussian fit and broadening factor of 1.5 with orca_mpspc. 
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3.5 CO-inhibited MoFe protein QM/MM model 

Carbon monoxide is a non-competitive inhibitor for dinitrogen reduction in molybdenum 

nitrogenase under electron flux conditions and has been proposed to bind in the E1 or E2 

state.40 Identification of the mechanism of inhibition for CO in the MoFe protein has proved 

challenging, mainly due to the many possible binding sites and different binding methods of 

CO, i.e. bridging or terminal.159  Although the mechanism of inhibition is largely unknown, 

it is known that CO binds to FeMoco, but not the P-cluster, as has been demonstrated with 
13C labelled CO and 57Fe enriched FeMoco in an electron-nuclear double resonance 

(ENDOR) experiment.36 It has been demonstrated that CO binding to FeMoco is sensitive 

to at least three factors; electron flux, time, and concentration of CO.160 Multiple species of 

CO-bound FeMoco have been identified as of today with methods such as ENDOR, EPR 

and IR spectroscopy.  

When CO is present in low concentrations under electron flux, the characteristic S = 3/2 

signal observed for resting state MoFe protein vanishes and a new S = 1/2 signal quickly 

appears, an indication of a bound CO.161 This species is generally termed loCO and has a 

vibrational frequency at 1711 cm-1
, characterized by IR.33 A possible precursor to the loCO 

signal has been observed but it appears within few seconds of CO addition to a solution with 

molybdenum nitrogenase and has a vibrational frequency at 1904 cm-1.32 Increasing the 

concentration of CO gives two new vibrational frequencies at 1978 cm-1 and 1673 cm-1, 

whereas the total spin is still S = 1/2 and has been interpreted as two CO bound to FeMoco 

and is generally termed hiCO.32,161  

In 2014, a 1.5 Å resolution crystal structure of the MoFe protein with CO bound was 

reported.34 A CO molecule had replaced the S2B sulfide in FeMoco and bridged irons 

number 2 and 6.34 Although the crystal structure clearly demonstrated where CO was bound, 

the redox state and the spin state are unknown as well as the vibrational frequency of CO. 

As many CO bound FeMoco species have been characterized via IR but only one crystal 

structure is available (for which, IR data is missing), then it is of interest to connect these 

two results together. The CO-bound crystal structure was proposed to correspond to the 

loCO state34 and consequently would have a total spin of S = 1/2. Although the total spin is 

known, the redox state is not. One possibility is that the loCO species is a CO bound FeMoco 

in an E2 state. Another possibility is that CO binds to FeMoco in the E2 state but relaxes to 

the E0 state, although FeMoco cannot bind CO in E0. Therefore, it was concluded necessary 

to consider both possibilities.  

Some computational work has already been done to shed light on the observed vibrational 

frequencies,45,162,163 but in these studies the protein environment was not accounted for and 

few studies have been performed following the crystal structure study. In this section, a 

QM/MM model of CO-inhibited MoFe protein is described, where FeMoco with a CO ligand 

bridging between Fe2 and Fe6 is studied. The vibrational frequency of CO was calculated for 

different oxidation states assuming S = 1/2 (an E0 or an E2 state) and for which different BS 

solutions and it is demonstrated that CO-inhibited FeMoco is most likely trapped in an E2 

state. 
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3.5.1 Calibration of CO vibrational frequencies 

To calibrate the protocol for calculating CO vibrational frequencies, DFT calculations were 

carried out on model compounds. The model compounds studied were  

[Fe2(S2C2H4)(CO)3(PMe3)(dppv)]+ and the two derivatives described in the same study 

(Figure 22).164 Although this system was originally synthesized as an analogue to Fe-Fe 

hydrogenase, it can serve as a model complex for CO-bound FeMoco. It contains two sulfide 

bridges and one carbonyl bridge. The bridging sulfides are weak-field ligands whereas the 

carbonyl ligands on the other hand are all strong-field ligands and will cause the system to 

be of low spin. 

The irons are Fe(I) and Fe(II) oxidation state, which is something not observed for FeMoco 

resting state, but the [Fe2(S2C2H4)(CO)3(PMe3)(dppv)]2+ contains two Fe(II) irons, making 

it a better candidate as a model compound for FeMoco. 

The calculations were performed with ORCA 3.0.3, using BP86/def2-TZVP and 

TPSSh/def2-TZVP optimized geometries in COSMO (ε = 10.36). The Hessian was 

calculated numerically. 

 

Figure 22: The effects of additional carbonyl group and oxidation, all structures are 

optimized. a) is [Fe2(S2C2H4)(µ-CO)(CO)3(PMe3)(dppv)]2+, whereas d) is the same complex 

but with phenyl and methyl groups omitted for clarity. c) is the [Fe2(S2C2H4)(µ-

CO)(CO)3(PMe3)(dppv)]+ and b) is [Fe2(S2C2H4)(CO)3(PMe3)(dppv)]+. dppv = 1,2-

bis(diphenylphosphino)ethylene, PMe3 = trimethylphosphine, S2C2H4 = 1,2-ethanedithiol. 
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The Mulliken spin population confirms that the two irons of 

[Fe2(S2C2H4)(CO)3(PMe3)(dppv)]+ are low spin and moreover, are two distinct low-spin iron 

species which do not share an electron: one Fe(II) (Mulliken spin pop. 0.051) and one Fe(I) 

(Mulliken spin pop. 0.999). The Fe(I) is the one ligated to one CO whereas the Fe(II) is 

ligated to two CO (Figure 22).When an additional CO ligand is introduced, [Fe2(S2C2H4)(µ-

CO)(CO)3(PMe3)(dppv)]+, the iron dimer contains now a bridging CO ligand and with it a 

change in the electronic structure is observed. The electron that was mainly localized on one 

iron is now delocalized somewhat, with the former Fe(II) iron having Mulliken spin 

population of 0.469 whereas the former Fe(I) has Mulliken spin population of 0.215.  

Although three different (see Figure 22) iron dimers were characterized via IR in the study, 

only one structure was characterized with X-ray crystallography, 

[Fe2(S2C2H4)(CO)3(PMe3)(dppv)]+. The crystal structure was used as a starting point for 

these calculations.  

The computed vibrational frequencies are tabulated and compared to experimental values in 

Table 13, Table 14 and Table 15. BP86 seems to generally underestimate the experimentally 

determined frequencies by 35 cm-1 on average (within a range between -9 cm-1 and 75 cm-1) 

whereas TPSSh overestimates it by 23 cm-1 on average (within a range between -46 cm-1 and 

9 cm-1). Alternatively, when only bridging CO frequencies are studied, the TPSSh functional 

overestimates in the range of -31 cm-1 to -46 cm-1, whereas the BP86 functional 

underestimates in the range from 0 cm-1 to 42 cm-1. This suggests that the TPSSh functional 

should be more useful than the BP86 functional for bridging CO frequencies, as the 

systematic error has a smaller range. This systematic error arises in calculated vibrational 

frequencies because of functional errors, lack of environmental effects and the neglect of 

anharmonicity.  

One way to interpret these results is that with calculated model complexes, the BP86 

functional overestimates the effect of electron donation from iron into the π* of the carbonyl 

ligands whereas it is underestimated with the TPSSh functional. 

It was decided to perform frequency calculations both with the BP86 functional and TPSSh 

functional when trying to elucidate the oxidation state of FeMoco with a CO bridging ligand. 

 

Table 13: [Fe2(S2C2H4)(CO)3(PMe3)(dppv)]+ 

Type of CO BP86 TPSSh Exp Exp-BP86 Exp-TPSSh 

Semi-

Bridging 1883 1929 1883 0 -46 

Terminal  1919 1986 1970 51 -16 

Terminal 1974 2037 2021 47 -16 
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Table 14: [Fe2(S2C2H4)(µ-CO)(CO)3(PMe3)(dppv)]+ 

Type of CO BP86 TPSSh Exp Exp-BP86 Exp-TPSSh 

Bridging 1792 1828 1783 -9 -45 

Terminal 1942 2003 1987 45 -16 

Terminal 1955 2021 2030 75 9 

Terminal  1996 2055 NA NA NA 

 

Table 15: [Fe2(S2C2H4)(µ-CO)(CO)3(PMe3)(dppv)]2+ 

Type of CO BP86 TPSSh Exp Exp-BP86 Exp-TPSSh 

Bridging 1897 1970 1939 42 -31 

Terminal 1991 2057 2028 37 -29 

Terminal 2019 2090 2063 44 -27 

Terminal 2040 2105 NA NA NA 

      

 

3.5.2 QM/MM model preparation and computational details 

QM/MM models for CO binding were prepared by modifying the already prepared QM/MM 

model available for the MoFe protein in its resting state and substituting the S2B sulfide of 

FeMoco for a carbonyl ligand. This substitution effectively reduces the charge on the 

cofactor by 2- (formally negatively charged sulfide, S2- exchanged for charge neutral 

carbonyl ligand, CO). It was assumed that this change would not affect the QM/MM model 

so much that it would require a new QM/MM model prepared from scratch. The existing 

crystal structure of the MoFe protein with a bound carbonyl ligand bridging between atoms 

Fe2 and Fe6,34 shows that there is not a big difference in the protein environment when 

compared to the resting state crystal structure, especially in the near environment, as can be 

seen in Figure 23. 

QM/MM geometry optimizations were performed in an analogous manner to what was 

previously described in sections 3.2.1 and 3.3.1. 

Chemshell was used to calculate numerical QM/MM Hessians. The full Hessian for the 

system would be very expensive, requiring displacement of every single atom in the active 

region (~1000 atoms). Partial Hessians were therefore used instead, where only 

displacements of atoms related to the CO vibrational frequency were calculated.  

Using a 54 QM atom QM/MM model as described, four methods of calculating the CO 

Hessian were tested. For this, the BP86 functional was used. The first method utilized two-

point Hessian calculation (displacement of each coordinate in two directions) on the whole 

QM region. Although it is an approximation to the full Hessian, (it should still be rather 

accurate), it is still computationally expensive as 54*6 calculations have to be performed. 

The result was a vibrational frequency of 1846.49 cm-1 for CO. The second method 

performed was to calculate a one-point Hessian which only needs 54*3 calculations. This 

gave a result of reasonable value, 1846.33 cm-1, which is very close to the two-point Hessian. 

As this is still relatively expensive, calculations using only displacements of Fe2, Fe6 and the 
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carbonyl ligand were performed. Doing a two-point calculation on such a system lowers the 

calculation cost from 54*6 to 4*6. The wavenumber of the carbonyl stretch at this level was 

1845.84 cm-1, which is in good agreement with the two-point calculation on the whole 

system. Curiously, doing a one-point calculation, 4*3 calculations, on these small active 

regions gave a similar value, 1845.82 cm-1. As the difference between doing a two-point 

frequency calculation for the QM region versus one-point calculation on four atoms yield 

similar values (difference of ~ 0.5cm-1), the use of one-point calculation on these 4 atoms is 

thus justified.  

 

 

Figure 23: CO inhibited FeMoco as it appears in the available crystal structure (PDB ID 

4TKV)34 

3.5.3 Calculated vibrational frequencies of CO bound FeMoco 

and analysis of metal-metal distances 

The study describing the crystal structure of FeMoco with bound CO proposed that the 

structure corresponded to the loCO species,34 but the associated vibrational frequency for 

the loCO species is 1711 cm-1.33 The loCO species has a total spin of S = 1/2, so the E0 and 

E2 are both probable states (E4 being an improbable alternative, as it is a highly charged). As 

concluded in section 3.5.1, TPSSh should overestimate the CO vibrational frequency by 

approximately 30 cm-1 to 45 cm-1 whereas BP86 is more unreliable and should underestimate 

the CO vibrational frequency to some degree.  

The optimized structures of FeMoco with CO bridging between Fe2 and Fe6 vary a lot with 

respect to CO coordination based on the functional used, BS solution and redox state. Both 

for calculated E0 and E2 states, CO binding varies from being completely bridging between 

Fe2 and Fe6 to being bound terminal-like to Fe2 or Fe6 (Table 16). Whether binding is 

completely bridging or not, does not seem to affect the calculated vibrational frequency for 
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CO (variation of ~10-20 cm-1). On the other hand, there is quite a difference between 

calculated frequencies for an E0 or an E2 state. Using the BS-235 solution as an example, the 

calculated vibrational frequency is 1846 cm-1 for the E0 state, 1828 cm-1 for the E1 state (an 

unlikely option due to Ms 1/2, results tabulated in Table 17) and 1762 cm-1 for the E2 state, 

with the TPSSh functional. As TPSSh is expected to systematically overestimate calculated 

vibrational frequencies approximately by 40 cm-1 for bridging CO bound to two Fe, the 

corrected vibrational frequencies are 1806 cm-1, 1788 cm-1 and 1722 cm-1, for E0, E1, and E2, 

respectively. This simple comparison strongly suggests that the observed CO inhibited 

FeMoco species in the crystal structure is in the E2 state, as experimental CO vibrational 

frequency for loCO is 1711 cm-1. Furthermore, analysis of the BP86 functional data, one 

comes to the same conclusion assuming that BP86 is underestimating the frequencies (as 

was mostly the case for the model compounds). 

Table 16: Calculated vibrational frequencies for CO inhibited FeMoco with both the 

TPSSh functional and the BP86 functional. 

Model 

BP86 

 (cm-1) 

TPSSh 

 (cm-1) 

Relative energies 

 (kcal/mol)a 

Bindingb 

E0, Ms=1/2, BS-235 1743 1846 0.50 / 2.73 TFe6 / μ 

E0, Ms =1/2, BS-135 1775 1853 6.24 / 9.03 TFe2 / TFe6 

E0, Ms =1/2, BS-136 1743 1839 9.12 / 3.51 μ / μ 

E0, Ms =1/2, BS-2467 1739 1850 2.93 / 0 TFe2 / μ 

E0, Ms =1/2, BS-247 1740 1837 0 / 0 TFe6 / μ 

E0, Ms =1/2, BS-346 1743 1844 11.44 / 3.74 μFe6* / μFe6* 

E0, Ms =3/2, BS-235 NA 1853 6.17 / NA μ / NA 

     

E2, Ms =1/2, BS-235 1666 1762 0.36 / 1.04 TFe6 / μ 

E2, Ms =1/2, BS-135 1703 1775 1.41 / 9.03 TFe6 / TFe6 

E2, Ms =1/2, BS-136 1684 1769 9.24 / 3.90 TFe6 / μFe6* 

E2, Ms =1/2, BS-2467 1669 1760 0 / 0 TFe6 / μ 

E2, Ms =1/2, BS-247 1667 1758 0 / 0 TFe6 / μ 

E2, Ms =1/2, BS-346 1664 1730 9.84 / 0.90 TFe2 / μ 

E2, Ms =3/2, BS-235 NA 1744 5.15 / NA μFe6* / NA 
a) The energy value is the relative energy to the lowest BS solution in E0 or E2. The left of the / is the 

relative energy of an optimized structure with the TPSSh functional whereas to the right of / is the 

relative energy of an optimized structure with BP86. 

b) Type of binding with CO. TN refers to terminal binding to atom N, μ is completely bridging and 

μN* is semi-bridging with shorter bond length to atom N. To the right of the / is the type of binding 

with the BP86 functional whereas to the left of the / is the type of binding with the TPSSh functional.  

 

Taking look at relative energies for calculated models for CO inhibited FeMoco in the E2 

state, it seems that BS-247 is favored both for TPSSh and BP86, whereas BS-235 and BS-

346 are only disfavored slightly by 1.04 kcal/mol and 0.90 kcal/mol, respectively. These 

three spin states all contain a perfectly bridging CO when calculated with the BP86 

functional, whereas with the TPSSh functional, the CO ligand ends up bound terminally-like 

to either Fe2 or Fe6.  

The electronic structure of the most favorable BS solutions (such as BS-247) is rather 

different than the most stable BS solutions for resting state FeMoco. In particular, the Fe ion 
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where CO binds the strongest to, has a low Mulliken spin population of ~ -0.6 electron. This 

is indicative of a low-spin Fe ion that a localized orbital analysis partially confirmed. Due to 

time constraints and to the complexity of the electronic structure, this analysis is not further 

discussed here. 

As BS-247, BS-235 and BS-346 solutions are energetically preferred as calculated with the 

TPSSh functional, it is interesting to see whether they will fit better to the crystal structure 

than other BS solutions.  

Table 17: Models for E1, where vibrational frequency calculations were only performed 

with TPSSh 

Model TPSSh (cm-1) 

Relative energies 

 (kcal/mol) 

Binding 

E1, Ms =1, BS7-235 1828 0 TFe6 

E1, Ms =1, BS7-346 1804 8.34 μ 

E1, Ms S=2, BS7-235 1837 1.96 TFe2 

 

3.5.4 Structural comparison of calculated CO models to the 

available crystal structure 

It was demonstrated in sections 3.2.2, 3.3.2 and 3.4.2 that the methodology used in this thesis 

can reproduce metal-metal distances quite nicely, but it is interesting to see whether the 

methodology is capable of discerning between the proposed redox states (E0 – E2) of FeMoco 

with bound CO. Table 18 and Table 19 show comparison of calculated E0 and E2 metal-

metal distances, respectively, to the metal-metal distances observed in the CO inhibited 

MoFe protein crystal structure. It can be seen quickly in Table 18 that it is possible to 

disregard all E0 options almost immediately, as all calculated options contain one or more 

metal-metal distance that deviates by at least 0.10 Å from the crystal structure. In a stark 

contrast, calculating an E2 redox state gives calculated structures in better agreement with 

the crystal structure, some states with a max deviation of 0.05 Å from the crystal structure. 

The BS-235, BS-247 and BS-346 spin-states calculated as Ms = 1/2 seem to fit nicely and 

perhaps surprisingly, BS-235 with Ms = 3/2 as well. Comparing the resting state crystal 

structure of the MoFe protein to the CO inhibited MoFe protein, the two largest differences 

are Mo-Fe6 shortening of 0.06 Å and Fe2-Fe6 shortening of 0.09 Å. With this, the Ms = 3/2 

can be ruled out, as the Fe2-Fe6 is 0.06 Å shorter than what is observed in the CO inhibited 

MoFe protein crystal structure, whereas the BS-235 spin-state with Ms = 1/2 is only 0.01 Å 

longer and BS-247 spin-state with Ms = 1/2 is 0.02 Å longer. This is though minor difference 

and it does not seem possible to discern between these options. It is also worth noting that 

the resolution of the crystal structure of CO inhibited MoFe protein is 1.5 Å, which is lower 

resolution than the resting state MoFe protein (1.00 Å) and resting state VFe protein (1.35 

Å). 



62 

Table 18: The difference between the experimental crystal structure and geometry optimized 

structures assuming an E0 state, except the columns labelled ‘3U7Q min 4TKV’ and ‘4TKV 

min 4TKV’ which shows the difference between FeMoco in its resting state and CO inhibited 

FeMoco and the difference between the two copies of FeMoco in 4TKV. The table is color 

coded, red is a deviation of 0.10 Å or more whereas green is a perfect fit (0.00 Å deviation 

from the experimental crystal structure). 

 
* BS-235 with Ms = 3/2  

Table 19: The difference between the experimental crystal structure and geometry 

optimized structures assuming an E2 state, except the columns labelled ‘3U7Q min 4TKV’ 

and ‘4TKV min 4TKV’ which shows the difference between FeMoco in its resting state and 

CO inhibited FeMoco and the difference between the two copies of FeMoco in 4TKV. The 

table is color coded, red is a deviation of 0.10 Å or more whereas green is a perfect fit 

(0.00 Å deviation from the experimental crystal structure). 

  
* BS-235 with Ms = 3/2  

To conclude, the crystal structure of CO inhibited MoFe protein is trapped in an E2 state as 

is demonstrated with calculations of vibrational frequency of CO bound FeMoco. This 

statement can then be further reinforced with analysis of metal-metal distances, although it 

is not possible to discern what spin state is most probable, although the state labelled BS-

247 seems to be somewhat preferred over BS-235 and BS-346. A possible explanation for 

this is the resolution of the crystal structure, but it is 1.5 Å, which is worse than for the resting 

3U7Q min 4TKV 4TKV min 4TKV cry min BS247cry min BS346cry min BS135cry min BS136cry min BS2467cry min BS235cry min BS235*

Fe1-Fe2 0.03 0.00 0.01 0.01 0.10 0.05 0.07 0.01 -0.02

Fe1-Fe3 -0.02 0.01 -0.16 0.07 0.17 0.00 -0.14 0.10 0.03

Fe1-Fe4 -0.01 -0.02 0.05 -0.01 0.09 0.04 0.03 -0.07 0.00

Mo1-Fe5 0.01 -0.02 0.00 0.04 -0.01 0.04 -0.02 0.05 -0.02

Mo1-Fe6 0.06 0.00 0.03 -0.04 -0.01 -0.03 -0.02 0.05 -0.01

Mo1-Fe7 0.02 -0.01 0.02 0.04 0.00 0.00 0.02 -0.03 0.00

Fe2-Fe3 0.02 -0.02 -0.04 -0.06 0.04 -0.04 0.00 0.07 -0.13

Fe2-Fe4 0.03 -0.01 0.07 -0.02 0.10 0.10 0.11 -0.02 -0.04

Fe3-Fe4 -0.01 -0.02 -0.01 -0.23 -0.04 -0.04 -0.04 -0.02 -0.01

Fe5-Fe6 0.02 0.02 0.04 0.03 -0.01 -0.02 -0.01 0.13 0.02

Fe5-Fe7 -0.03 -0.02 -0.07 0.16 -0.02 0.04 -0.05 -0.09 0.01

Fe6-Fe7 0.02 -0.03 0.09 0.01 0.07 -0.04 0.06 -0.02 0.02

Fe2-Fe6 0.09 -0.01 0.02 0.05 0.04 0.08 0.04 0.01 0.04

Fe3-Fe7 -0.01 0.00 0.01 0.01 -0.03 -0.04 0.01 -0.03 0.01

Fe4-Fe5 -0.02 0.01 0.01 0.00 0.04 0.00 0.03 0.00 0.06

average 0.01 -0.01 0.00 0.00 0.03 0.01 0.01 0.01 0.00

abs average 0.03 0.01 0.04 0.05 0.05 0.04 0.04 0.05 0.03

standard deviation 0.03 0.01 0.06 0.08 0.06 0.05 0.06 0.06 0.04

3U7Q min 4TKV 4TKV min 4TKV cry min BS247 cry min BS346cry minBS135cry min BS136cry min BS2467cry min BS235cry min BS235*

Fe1-Fe2 0.03 0.00 0.04 -0.05 0.01 0.03 0.04 0.01 0.01

Fe1-Fe3 -0.02 0.01 0.02 0.03 0.00 0.04 0.02 0.05 0.06

Fe1-Fe4 -0.01 -0.02 -0.01 -0.05 0.00 -0.01 -0.01 0.00 -0.01

Mo1-Fe5 0.01 -0.02 0.02 0.05 0.02 0.06 0.02 0.01 0.00

Mo1-Fe6 0.06 0.00 0.04 -0.08 -0.02 -0.04 0.04 0.04 -0.03

Mo1-Fe7 0.02 -0.01 0.00 0.04 0.01 0.05 0.00 0.01 0.04

Fe2-Fe3 0.02 -0.02 0.00 0.01 -0.01 -0.03 0.00 0.04 0.04

Fe2-Fe4 0.03 -0.01 0.07 0.02 0.05 0.10 0.07 0.01 0.00

Fe3-Fe4 -0.01 -0.02 0.01 0.04 0.01 -0.05 0.01 0.03 -0.02

Fe5-Fe6 0.02 0.02 0.05 -0.02 0.01 0.02 0.05 0.07 0.00

Fe5-Fe7 -0.03 -0.02 -0.05 0.11 -0.04 0.10 -0.05 -0.05 -0.01

Fe6-Fe7 0.02 -0.03 0.04 -0.06 -0.03 0.00 0.04 0.03 0.04

Fe2-Fe6 0.09 -0.01 0.02 0.06 0.05 0.07 0.02 0.01 0.06

Fe3-Fe7 -0.01 0.00 0.01 0.02 -0.02 -0.05 0.01 0.01 0.00

Fe4-Fe5 -0.02 0.01 0.03 0.01 0.02 0.08 0.03 0.02 0.01

average 0.01 -0.01 0.02 0.01 0.01 0.03 0.02 0.02 0.01

abs average 0.03 0.01 0.03 0.04 0.02 0.05 0.03 0.03 0.02

standard deviation 0.03 0.01 0.03 0.05 0.02 0.05 0.03 0.03 0.03
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state MoFe protein (resolution of 1.0 Å). This study has therefore demonstrated that a 

QM/MM approach to model CO inhibition in the MoFe protein can be quite successful, 

paving the way for future studies of other CO-bound states. 
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4 [MoFe3S4]3+ cubane-type clusters 

The metal cofactors present in the nitrogenase enzymes are complex and have electronic 

structures that are not completely understood. It is therefore useful to study model complexes 

that are simpler in design. FeMoco can be interpreted as two fused [MoFe3S4] cubane-type 

clusters with an interstitial carbide connection. Many [MoFe3S4] clusters have been 

synthesized165 and an example of such is given in Figure 24.  Isolated in a [MoFe3S4]
3+ 

oxidation state, these cluster exhibit a S = 3/2 spin state,166 like FeMoco, and have been 

proposed to contain two Fe(2.5) sites (delocalized electron) and one Fe(III) as interpreted 

from Mössbauer spectroscopy167 and theory44,168 which consequently means an oxidation 

state of Mo(III) for molybdenum. The Mo(III) ion in these clusters has been proposed to be 

spin coupled to the irons, giving a similar unusual non-Hund local spin state for [MoFe3S4]
3+ 

clusters as observed in the MoFe3S3 part of FeMoco.169 Additionally, the MoFe3S4 cubanes 

readily undergo oxidation and reduction,165 making them chemically relevant to FeMoco.  

Although both magnetic Mössbauer data167 on these cubanes and theoretical calculations44 

indicate that two types of irons are present, available crystal structures do not reveal evidence 

of this. Quite to the contrary, the crystal structures suggest the iron ions in [MoFe3S4]
3+ to 

be essentially equivalent according to Mo-Fe and Fe-Fe distances. This discrepancy is 

troubling. In this section, two [MoFe3S4]
3+ cubane clusters are studied, one with apparent C3 

symmetry and another with apparent C2 symmetry. It is demonstrated that if such cubanes 

have lower symmetry, such as possessing only a mirror plane, then a Fe(2.5)-Fe(2.5) pair 

can be observed in the crystal structure but not for cubanes that have C3 symmetry. 

Additionally, it is shown that the TPSSh functional reproduces distances observed in crystal 

structures quite nicely when comparing to a crystal structure without C3 symmetry, but 

calculated distances are easily influenced by the HFexc percentage.  

 

4.1 Computational details 

All calculations were performed with ORCA 3.0.3 using the GGA DFT functional BP86 or 

the hybrid DFT functionals TPSSh and B3LYP64,170–172 with def2-TZVP basis set (all metals, 

sulfides, phosphines and chlorides connected to a cubane) and def2-SVP on all other atoms. 

ZORA was used for relativistic effects and Grimme’s D3BJ was used for dispersion 

correction whereas COSMO was used for solvent correction. To speed up the calculations, 

the RI approximation on a COSX grid was used (RIJCOSX).  

The crystal structure of (Cl4-cat)Mo(PEt3)Fe3S4(SPEt3)2Cl was used as a starting structure 

for calculations173 and obtained from the Cambridge Crystal Structure Database. It has been 

characterized with Mössbauer and is a [MoFe3S4]
3+ cubane, it has apparent C2 symmetry. 

The (Tp)MoFe3S4Cl3 crystal structure was used as the starting point174 and obtained from the 

Cambridge Crystal Structure Database. It has been characterized with Mössbauer and is a 

[MoFe3S4]
3+ cubane, it has apparent C2 symmetry. 
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4.2 Symmetry is the key to understand the 

structure of [MoFe3S4]3+ cubanes 

Most synthesized heterometal cubanes published to date have some sort of C3 symmetry, 

e.g. (Tp)MoFe3S4Cl3 (see Figure 24), but this cubane has been used to shed light on the 

electronic structure in FeMoco. Fewer synthesized cubanes have C2 symmetry, e.g. (Cl4-

cat)Mo(PEt3)Fe3S4(SPEt3)2Cl. The electronic structure of these cubanes can be understood 

by thinking of the Mo(III) in a non-Hund configuration that is spin-coupled to the three 

irons.44 The two Fe(2.5) ions are a high-spin mixed valence pair whereas the third iron is an 

Fe(III) ion (Figure 25).44   

 

Figure 24: The (Cl4-cat)Mo(PEt3)Fe3S4(SPEt3)2Cl heterometal cubane with apparent C2 

symmetry (the leftmost molecule) and (Tp)MoFe3S4Cl3 with apparent C3 symmetry (the 

rightmost molecule). The figure at the center shows the important metal-metal distances. Tp 

= tris(pyrazolyl)hydroborate, Cl4-cat = tetrachlorocatecholate, PEt3 = triethylphosphine, 

SPEt3 = triethylphosphine sulfide. 

For (Tp)MoFe3S4Cl3, then no obvious trend is seen in metal-metal distances that would hint 

at the existence of a delocalized pair, as all metal-metal distances seem equal between 2.72 

– 2.74 Å (Table 20), which seems suspicious when compared to what is known from 

spectroscopy. This is not the case for (Cl4-cat)Mo(PEt3)Fe3S4(SPEt3)2Cl, where a clear trend 

can be seen in the metal-metal distances. The Mo-Fe1 and Mo-Fe3 distances (2.69 Å) are 

shorter than the Mo-Fe2 distance (2.75 Å) while the Fe1-Fe2 and Fe2-Fe3 distances (2.70 Å) 

are longer than the Fe1-Fe3 distance (2.67). This can firstly be understood via spin coupling 

and secondly reproduced with BS-DFT.  
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Figure 25: [MoFe3S4]
3+ cubane electronic structure. One non-Hund Mo(III), two Fe(2.5) 

ions as a mixed valence pair and one Fe(III) ion 

Firstly, a delocalized electron between two irons will cause the distance between the two 

irons to shorten and render the irons formally less oxidized, a pair of Fe(2.5) irons. As these 

two irons are less positively charged then they will repel the Mo(III) ion less than the Fe(III) 

iron, which will repel the Mo(III) more strongly. Secondly, in BS-DFT formalism, two BS 

solutions are possible (actually three, but two of them are degenerate due to pseudo-C2 

symmetry) for (Cl4-cat)Mo(PEt3)Fe3S4(SPEt3)2Cl. Only one BS-solution is possible for 

(Tp)MoFe3S4Cl3 (actually three, but they are all degenerate due to C3 symmetry).  

  

Figure 26: a) (Tp)MoFe3S4Cl3 heterometal cubane with a line showing the apparent C3v 

symmetry, b) are the metal-metal distances observed in the crystal structure whereas c) is 

an optimized structure obtained with BS-DFT. Due to the symmetry, all three possible spin 

BS solutions end up the same. 
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For (Cl4-cat)Mo(PEt3)Fe3S4(SPEt3)2Cl, the BS solutions are BS-23 and BS-13, where the 

numbers refer to the spin down irons. Fe1 and Fe3 have a SPEt3 ligand whereas Fe2 has a Cl 

ligand. When calculated with TPSSh, the BS-23 optimized structure yields three different 

Mo-Fe distances (2.69 Å, 2.67 Å, and 2.61 Å for Mo-Fe1, Mo-Fe2 and, Mo-Fe3, respectively) 

whereas the distances observed in the crystal structure has only two different distances (2.75 

Å and 2.69 Å for Mo-Fe2 and Mo-Fe1 or Mo-Fe3, respectively). When the structure is 

optimized with the BS-13 solution, it gives two different Mo-Fe distances (2.69 Å and 2.75 

Å, for Mo-Fe2 and Mo-Fe1 or Mo-Fe3, respectively), which fits much better, capturing the 

trend as well as reproducing the Mo-Fe2 distance. Interestingly, the Fe-Fe distances seem 

unaffected whether they are ligated to an SPEt3 or a Cl ligand and are only sensitive to the 

placement of the mixed-valence electron. The distances between mixed-valence irons are 

2.61 Å or 2.62 Å, for BS-23 or BS-13, respectively, whereas other iron-iron interaction 

yields distance of 2.69 Å. 

 

 

Figure 27: a) (Cl4-cat)Mo(PEt3)Fe3S4(SPEt3)2Cl heterometal cubane where b) demonstrates 

the metal-metal distances of an optimized structure with BS-13 (iron ligated with chlorine 

not flipped) whereas c) demonstrates the metal-metal distances observed of an optimized 

structure with BS-23 (one iron ligated to SPEt3 flipped) and d) demonstrates the metal-metal 

distacnes observed in the crystal structure. 

In a stark difference to (Cl4-cat)Mo(PEt3)Fe3S4(SPEt3)2Cl, the (Tp)MoFe3S4Cl3 does not 

show any sign of an iron-iron mixed valence in its crystal structure. The optimized structure 

with TPSSh on the other hand clearly indicates the existence of Fe-Fe mixed valence pair, 

with Mo-Fe1 distance (2.73 Å) being longer than Mo-Fe2 and Mo-Fe3 distance (2.65 Å and 

2.66 Å, respectively). The Fe2-Fe3 distance (2.63 Å) does also clearly show a mixed-valence 
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pair, as it does in fact shorten the distance between irons, whereas Fe1-Fe3 and Fe1-Fe3 are 

longer (2.70 Å and 2.70 Å, respectively). 

 

Table 20: Calculated metal-metal distances in the two studied MoFe3S4 cubanes and the 

effect of the HF% in hybrid functionals. 

 Mo-Fe1 Mo-Fe2 Mo-Fe3 Fe1-Fe2 Fe1-Fe3 Fe2-Fe3 

(Tp)MoFe3S4Cl3       

Crystal  2.74 2.73 2.72 2.72 2.72 2.72 

Calculated – BP86 2.70 2.64 2.64 2.62 2.62 2.64 

Calculated – TPSSh  2.73 2.65 2.66 2.70 2.70 2.63 

Calculated – B3LYP 2.88 2.77 2.79 2.86 2.87 2.75 

       

(Cl4-cat)Mo(PEt3)Fe3S4(SPEt3)2Cl       

Crystal structure 2.69 2.75 2.69 2.70 2.67 2.70 

Calculated (BS-13) – BP86 2.61 2.71 2.61 2.61 2.65 2.61 

Calculated (BS-13) – TPSSh  2.62 2.75 2.62 2.69 2.62 2.69 

Calculated (BS-13) – B3LYP 2.70 2.89 2.70 2.85 2.69 2.85 

Calculated (BS-23) – BP86 2.65 2.66 2.60 2.60 2.60 2.61 

Calculated (BS-23) – TPSSh 2.69 2.67 2.61 2.69 2.69 2.61 

Calculated (BS-23) – B3LYP 2.80 2.75 2.69 2.81 2.80 2.70 

 

In the case for (Cl4-cat)Mo(PEt3)Fe3S4(SPEt3)2Cl optimized structure with TPSSh, the Mo-

Fe2, Fe1-Fe2 and Fe2-Fe3 calculated Mo-Fe1, Mo-Fe3 and Fe1-Fe3 (2.62 Å, 2.62 Å and 2.62, 

respectively) distances are shorter than those observed in the crystal structure (2.69 Å, 2.69 

Å and 2.67). This can in part be explained with looking at the hybrid DFT functional being 

used, TPSSh. One reason why the TPSSh hybrid functional seems to be so good at 

reproducing distances in FeMoco and FeVco (section 3.2.2 and section 3.3.2) is the 10% 

Hartree-Fock exchange. It seems that the computed distance depends on the ionic character 

of the metal and the delocalization of the mixed valence electron. Here, the Fe1-Fe3 distance 

is shorter due to a mixed valence electron, which leads to little change in the distance when 

the HF% is increased. On the other hand, when the interactions do not contain a mixed 

valence delocalized electron, then the distance increases. The Fe2-Fe1 and Fe2-Fe3 distances 

seem to have the most ionic interactions in this sense, as can be inferred from no delocalized 

electron between these iron ions. 
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Figure 28: Effect of varying Hartree Fock percentage on iron – iron and molybdenum – iron 

distances in (Cl4-cat)Mo(PEt3)Fe3S4(SPEt3)2Cl with BS-13. Orange is Mo-Fe2, grey is Mo-Fe1 

and Mo-Fe3, green is Fe2-Fe1 and Fe2-Fe3, blue is Fe1-Fe3 

When considering other functionals, then B3LYP distances in an optimized structure tend to 

be generally longer than for TPSSh (Table 20) with the max deviation being 0.14 Å 

overestimation for the Mo-Fe2 distance in (Cl4-cat)Mo(PEt3)Fe3S4(SPEt3)2Cl calculated as 

BS-23. The max deviation observed for BP86 is on the other hand 0.09 Å underestimation 

of the Fe1-Fe2 and Fe2-Fe3 distances whereas for TPSSh it is 0.07 Å underestimation for the 

Mo-Fe1 and the Mo-Fe3 distance.  

As TPSSh seems to be capable of reproducing the distance trend observed in the crystal 

structure for a [MoFe3S4]
3+ cubane-type cluster with a C2 symmetry, it is important to 

understand why some distances end up fitting nicely whereas other are too short. In Figure 

28, the geometrical effect of varying the HFexc percentage of TPSSh when optimizing the 

structure of (Cl4-cat)Mo(PEt3)Fe3S4(SPEt3)2Cl. Interestingly, it shows that some metal-metal 

distances are affected more than others, similarly as when testing different functionals. From 

0% to 20% HFexc, the Fe1-Fe3 (mixed valence pair) remains unaffected and Mo-Fe1 and Mo-

Fe3 distances are just mildly influenced. Starkly different, a HFexc of 10% seems to be the 

optimal exchange percentage to reproduce Mo-Fe2, Fe1-Fe2, and Fe2-Fe3 distances.  

To conclude, it is possible to reproduce the crystal structures of [MoFe3S4]
3+ cubane-type 

clusters, as long as it has C2 or lower symmetry. C3 symmetry seems to cause the crystal 

structure to contain a thermal population of different electronic states possible for S = 3/2, 

which would be represented by three different BS solutions for Ms = 3/2. Additionally, when 

optimizing a structure, the computed metal-metal distances are sensitive to the HFexc present 

and the placement of mixed-valence pair, with TPSSh performing overall better than the 

other two functionals studied. This nicely validates the use of the TPSSh functional in studies 

of nitrogenase metal-sulfur clusters. It also suggests strongly that broken-symmetry DFT is 

describing aspects of the electronic structure correctly.
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5 Summary 

Nitrogenases are fascinating enzymes with complex metallocofactors that have proven 

elusive for the characterization of their catalytical mechanism. By modelling the VFe and 

MoFe protein of vanadium nitrogenase and molybdenum nitrogenase, respectively, with 

QM/MM methodology, it was demonstrated that it is possible to gain much understanding 

from structural analysis alone. Here it was shown that the charge of FeMoco is [MoFe7S9C]- 

based on metal-metal distances and that FeMoco exhibits an electronic structure that can be 

approximated with the BS7-235 spin isomer. Additionally, the homocitrate contains a 

protonated alkoxide group (alcohol group). For FeVco, the nature of the unknown four-atom 

ligand is likely carbonate and the spin isomer BS7-235 is strongly preferred in terms of 

energy, something that was not observed for FeMoco and is probably caused by the 

carbonate ligand. The overall charge of FeVco is [MoFe7S8(CO3)C]2- and it contains as well 

a protonated alkoxide group on homocitrate. 

Furthermore, building on the previous work, it was demonstrated that a newly resolved 

crystal structure of the VFe protein with a bridging light atom between Fe2 and Fe6 is not 

NH as postulated in the study, but rather OH. Additional XES calculations suggest an Fe-

XES spectrum should be able to distinguish between OH and NH.  

The loCO state of CO-inhibited MoFe protein was studied by QM/MM calculations. By 

comparison of calculated metal-metal distances to the crystal structure and calculated CO 

vibrational frequencies to vibrational frequencies from IR spectroscopy, it was demonstrated 

that the loCO state likely is doubly reduced compared to the resting state.  

[MoFe3S4]
3+ cubane-type clusters have proven useful for understanding the electron 

structure of molybdenum nitrogenase. Prior to this thesis it was not understood why 

spectroscopy and calculations showed distinctly two Fe(2.5) ions and one Fe(III) ion 

whereas crystal structures implied the Fe ions being in the same oxidation state. It is 

demonstrated that this conundrum can be explained by the presence of three equivalent 

electronic states that the crystal structure is an average of. 

Ultimately, there are many aspects that are unknown in biological dinitrogen reduction and 

many questions that remain to be answered. Where is the substrate binding site? Why is 

dihydrogen formed alongside ammonia? Why is homocitrate so important? Although these 

questions were not answered within this thesis, a computational model of the resting state 

has been described accurately, paving the way for future mechanististc studies. Not only are 

the nitrogenase enzymes scientifically fascinating in their own right, but by studying their 

mechanism it possible to envision a synthesis of a bioinspired catalyst that would be capable 

of dinitrogen reduction at ambient temperature and pressure. To do this, one would need 

have a good knowledge about the reaction mechanism, or perhaps, knowing where to find 

the trail that leads to the top of the mountain of dinitrogen reduction. 

Future work will focus on finding and mapping this trail.  

 





73 

References 

1. Catalysts for nitrogen fixation. Focus Catal. 2005, 8 (2005). 

2. Hu, Y. & Ribbe, M. W. Nitrogen Fixation. 766, (Humana Press, 2011). 

3. Meyerhof, O. & Burk, D. Über die Fixation des Luftstickstoffs durch Azotobakter. 

Zeitschrift für Phys. Chemie 139A, (1928). 

4. Bortels, H. Molybden als Katalysator bei der biologischen Stickstoffbindung. Arch. 

Mikrobiol. 1, 333–342 (1930). 

5. Bortels, H. Weitere Untersuchungen über die Bedeutung von Molybdän, Vanadium, 

Wolfram und anderen Erdaschenstoffen für stickstoffbindende und andere 

Mikroorganismentle. Zbl Bakt II Abt 193–218 (1936). 

6. Burris, R. H. Distribution of Isotopic Nitrogen in Azotobacter Vinelandii. J. Biol. 

Chem. 143, 509–517 (1942). 

7. Carnahan, J. E., Mortenson, L. E., Mower, H. F. & Castle, J. E. Nitrogen fixation in 

cell-free extracts of Clostridium pasteurianum. Biochim. Biophys. Acta 44, 520–535 

(1960). 

8. Bulen, W. A. & LeComte, J. R. The nitrogenase system from Azotobacter: two-

enzyme requirement for N2 reduction, ATP-dependent H2 evolution, and ATP 

hydrolysis. Proc. Natl. Acad. Sci. U. S. A. 56, 979–86 (1966). 

9. Georgiadis, M., Komiya, H., Chakrabarti, P., Woo, D., Kornuc, J. & Rees, D., 

Crystallographic structure of the nitrogenase iron protein from Azotobacter 

vinelandii. Science, 257, 1653–1659 (1992). 

10. Kim, J., Woo, D. & Rees, D. C. X-ray crystal structure of the nitrogenase 

molybdenum-iron protein from Clostridium pasteurianum at 3.0-.ANG. resolution. 

Biochemistry 32, 7104–7115 (1993). 

11. Einsle, O., Akif Tezcan, F., Andrade, S. L. A., Schmid, B., Yoshida, M., Howard, J. 

B. & Rees, D. C.,  Nitrogenase MoFe-Protein at 1.16 A Resolution: A Central Ligand 

in the FeMo-Cofactor. Science. 297, 1696–1700 (2002). 

12. Spatzal, T., Aksoyoglu, M., Zhang, L., Andrade, S. L., Schleicher, E., Weber, S., 

Rees, D. C. & Einsle, O. Evidence for interstitial carbon in nitrogenase FeMo 

cofactor. Science. 334, 940 (2011). 

13. Lancaster, K. M., Roemelt, M., Ettenhuber, P., Yilin, H. Ribbe., M. W., Neese, F., 

Bergmann, U. & DeBeer, S. X-ray Emission Spectroscopy. 334, 974 (2011). 

14. Sippel, D. & Einsle, O. The structure of vanadium nitrogenase reveals an unusual 



74 

bridging ligand. Nat. Chem. Biol. 13, 956–960 (2017). 

15. Sippel, D., Rohde, M., Netzer, J., Trncik, C., Gies, J., Grunau, K., Djurdjevic, I., 

Decamps, L., Andrade, S. L. A. & Einsle, O. A bound reaction intermediate sheds 

light on the mechanism of nitrogenase. Science. 359, 1484–1489 (2018). 

16. Jasniewski, A. J., Sickerman, N. S., Hu, Y. & Ribbe, M. W. The Fe Protein: An 

Unsung Hero of Nitrogenase. Inorganics 6, 25 (2018). 

17. Hu, Y., Corbett, M. C., Fay, A. W., Webber, J. A., Hodgson, K. O., Hedman, B. & 

Ribbe, M. W. Nitrogenase Fe protein: A molybdate/homocitrate insertase. Proc. Natl. 

Acad. Sci. U. S. A. 103, 17125–30 (2006). 

18. Ribbe, M. W., Hu, Y., Guo, M., Schmid, B. & Burgess, B. K. The femoco-deficient 

MoFe protein produced by a nifH deletion strain of Azotobacter vinelandii shows 

unusual P-cluster features. J. Biol. Chem. 277, 23469–23476 (2002). 

19. Owens, C. P., Katz, F. E. H., Carter, C. H., Oswald, V. F. & Tezcan, F. A. Tyrosine-

Coordinated P-Cluster in G. diazotrophicus Nitrogenase: Evidence for the Importance 

of O-Based Ligands in Conformationally Gated Electron Transfer. J. Am. Chem. Soc. 

138, 10124–10127 (2016). 

20. Zhang, L. Kaiser, J. T., Meloni, G., Yang, K. Y., Spatzal, T., Andrade, S. L., Einsle, 

O., Howard, J. B. & Rees, D. C. The sixteenth iron in the nitrogenase MoFe protein. 

Angew Chem Int Ed Engl 52, 10529–10532 (2013). 

21. Yoo, S. J., Angove, H. C., Papaefthymiou, V., Burgess, B. K. & Münck, E. Mossbauer 

study of the MoFe protein of nitrogenase from Azotobacter vinelandii using 

selective57Fe enrichment of the M-centers. J. Am. Chem. Soc. 122, 4926–4936 

(2000). 

22. Lindahl, P. A., Papaefthymiou, V., Orme-Johnson, W. H. & Münck, E. Mössbauer 

studies of solid thionin-oxidized MoFe protein of nitrogenase. J. Biol. Chem. 263, 

19412–19418 (1988). 

23. Rees, J. A., Bjornsson, R., Schlesier, J., Sippel, D., Einsle, O. & DeBeer, S.  The Fe-

V Cofactor of Vanadium Nitrogenase Contains an Interstitial Carbon Atom. Angew. 

Chemie Int. Ed. 54, 13249–13252 (2015). 

24. Hu, Y. L. & Ribbe, M. W. Nitrogenase and homologs. J. Biol. Inorg. Chem. 20, 435–

445 (2015). 

25. Lukoyanov, D. Khadka, N., Yang, Z. Y., Dean, D. R., Seefeldt, L. C. & Hoffman, B. 

M. Reductive Elimination of H2 Activates Nitrogenase to Reduce the NN Triple 

Bond: Characterization of the E4(4H) Janus Intermediate in Wild-Type Enzyme. J. 

Am. Chem. Soc. 138, 10674–10683 (2016). 

26. Rasche, M. E. & Arp, D. J. Hydrogen Inhibition of Nitrogen Reduction by 

Nitrogenase in Isolated Soybean Nodule Bacteroids. PLANT Physiol. 91, 663–668 

(1989). 



75 

27. Rehder, D. Vanadium nitrogenase. J. Inorg. Biochem. 80, 133–136 (2000). 

28. Sellmann, D., Fürsattel, A. & Sutter, J. The nitrogenase catalyzed N2dependent HD 

formation: A model reaction and its significance for the FeMoco function. Coord. 

Chem. Rev. 200ï202, 545–561 (2000). 

29. Harris, D., Lukoyanov, D., Shaw, S., Compton, P. D., Tokmina-Lukaszewska, M., 

Bothner, B., Kelleher, N. L., Dean, D., Hoffman, B. M. & Seefeldt, L. C. The 

Mechanism of N2 Reduction Catalyzed by Fe-Nitrogenase Involves Reductive 

Elimination of H2. Biochemistry acs.biochem.7b01142 (2017). 

doi:10.1021/acs.biochem.7b01142 

30. Burgess, B. K. & Lowe, D. J. Mechanism of Molybdenum Nitrogenase. Chem. Rev. 

96, 2983–3012 (1996). 

31. Danyal, K., Dean, D. R., Hoffman, B. M. & Seefeldt, L. C. Electron Transfer within 

Nitrogenase: Evidence for a Deficit- Spending Mechanism. Biochemistry 50, 9255–

9263 (2011). 

32. George, S. J., Ashby, G. A., Wharton, C. W. & Thorneley, R. N. F. Time-resolved 

binding of carbon monoxide to nitrogenase monitored by stopped-flow infrared 

spectroscopy [5]. J. Am. Chem. Soc. 119, 6450–6451 (1997). 

33. Yan, L. Dapper, C. H., George, S. J., Wang, H., Mitra, D., Dong, W., Newton W. E. 

& Cramer, S. P. Photolysis of Hi-CO Nitrogenase - Observation of a Plethora of 

Distinct CO Species Using Infrared Spectroscopy. Eur. J. Inorg. Chem. 2011, 2064–

2074 (2011). 

34. Spatzal, T., Perez, K. A., Einsle, O., Howard, J. B. & Rees, D. C. Ligand binding to 

the FeMo-cofactor: Structures of co-bound and reactivated nitrogenase. Science. 345, 

1620–1623 (2014). 

35. Lee, H. I., Cameron, L. M., Hales, B. J. & Hoffman, B. M. CO binding to the FeMo 

cofactor of CO-inhibited nitrogenase: 13CO and 1H Q-band ENDOR investigation. 

J. Am. Chem. Soc. 119, 10121–10126 (1997). 

36. Christie, P. D., Lee, H. I., Cameron, L. M., Hales, B. J., Orme-Johnson, W. H. & 

Hoffman, B.M.  Identification of the CO-binding cluster in nitrogenase MoFe protein 

by ENDOR of 57Fe isotopomers. J. Am. Chem. Soc. 118, 8707–8709 (1996). 

37. Pham, D. N. & Burgess, B. K. Nitrogenase Reactivity: Effects of pH on Substrate 

Reduction and CO Inhibition. Biochemistry 32, 13725–13731 (1993). 

38. Lee, C. C. Fay, A. W., Weng, T., Krest, C. M., Hedman, B., Hodgson, K. O., Hu, Y. 

& Ribbe, M. W. Uncoupling binding of substrate CO from turnover by vanadium 

nitrogenase. Proc. Natl. Acad. Sci. 112, 201519696 (2015). 

39. Lee, C. C., Tanifuji, K., Newcomb, M., Liedtke, J., Hu, Y. & Ribbe M. W.  A 

comparative analysis of the CO-reducing activities of MoFe proteins containing the 

Mo- and V-nitrogenase cofactors. ChemBioChem (2018). 

doi:10.1002/cbic.201800035 



76 

40. Rivera Ortiz, J. M. & Burris, R. H. Interactions among substrates and inhibitors of 

nitrogenase. J. Bacteriol. 123, 537–545 (1975). 

41. Hoffman, B. M., Dean, D. R. & Seefeldt, L. C. Climbing Nitrogenase: Toward a 

Mechanism of Enzymatic Nitrogen Fixation. Acc. Chem. Res. 42, 609–619 (2009). 

42. Sørlie, M. Christiansen, J., Lemon, B. J., Peters, J. W., Dean., D. R. & Hales, B. J.  

Mechanistic Features and Structure of the Nitrogenase α-Gln 195 MoFe Protein. 

Biochemistry 40, 1540–1549 (2001). 

43. Rebelein, J. G., Lee, C. C., Newcomb, M., Hu, Y. & Ribbe, M. W. Characterization 

of an M-Cluster-Substituted Nitrogenase VFe Protein. MBio 9, e00310-18 (2018). 

44. Bjornsson, R., Lima, F. A., Spatzal, T., Weyhermüller, T., Glatzel, P., Bill, E., Einsle, 

O., Neese, F. & DeBeer, S.  Identification of a spin-coupled Mo(iii) in the nitrogenase 

iron–molybdenum cofactor. Chem. Sci. 5, 3096–3103 (2014). 

45. Dance, I. Calculated vibrational frequencies for FeMo-co, the active site of 

nitrogenase, bearing hydrogen atoms and carbon monoxide. Dalt. Trans. 40, 6480–

6489 (2011). 

46. Harris, T. V. & Szilagyi, R. K. Comparative assessment of the composition and charge 

state of nitrogenase FeMo-cofactor. Inorg. Chem. 50, 4811–4824 (2011). 

47. Lovell, T., Torres, R. A., Han, W. G., Liu, T., Case, D. A. & Noodleman, L. Metal 

substitution in the active site of nitrogenase MFe7S9 (M = Mo4+, V3+, Fe3+). Inorg. 

Chem. 41, 5744–5753 (2002). 

48. Siegbahn, P. E. M. A Major Structural Change of the Homocitrate Ligand of Probable 

Importance for the Nitrogenase Mechanism. Inorg. Chem. acs.inorgchem.7b02493 

(2018). doi:10.1021/acs.inorgchem.7b02493 

49. Warshel, A. & Levitt, M. Theoretical studies of enzymic reactions: Dielectric, 

electrostatic and steric stabilization of the carbonium ion in the reaction of lysozyme. 

J. Mol. Biol. 103, 227–249 (1976). 

50. Singh, U. C. & Kollman, P. A. A combined ab initio quantum mechanical and 

molecular mechanical method for carrying out simulations on complex molecular 

systems: Applications to the CH3Cl + Cl− exchange reaction and gas phase 

protonation of polyethers. J. Comput. Chem. 7, 718 (1986). 

51. Frank Jensen. Introduction to Computational Chemistry, 3rd edition. (Wiley, 2016). 

52. Klamt, A. & Schüürmann, G. COSMO: a new approach to dielectric screening in 

solvents with explicit expressions for the screening energy and its gradient. J. Chem. 

Soc., Perkin Trans. 2 799–805 (1993). doi:10.1039/P29930000799 

53. Jorgensen, W. L., Chandrasekhar, J., Madura, J. D., Impey, R. W. & Klein, M. L. 

Comparison of simple potential functions for simulating liquid water. J. Chem. Phys. 

79, 926–935 (1983). 



77 

54. Skyner, R. E., McDonagh, J. L., Groom, C. R., van Mourik, T. & Mitchell, J. B. O. A 

review of methods for the calculation of solution free energies and the modelling of 

systems in solution. Phys. Chem. Chem. Phys. 17, 6174–6191 (2015). 

55. Vanommeslaeghe, K., Hatcher, E., Acharya, C., Kundu, S., Zhong, S., Shim, J., 

Darian, E., Guvench, O., Lopes, P., Vorobyoc, I. & Mackerell, A. D. CHARMM 

general force field: A force field for drug-like molecules compatible with the 

CHARMM all-atom additive biological force fields. J. Comput. Chem. 31, 671–690 

(2010). 

56. Born, M. & Oppenheimer, R. Zur Quantentheorie der Molekeln. Ann. Phys. 389, 457–

484 (1927). 

57. Sommerfeld, T. Lorentz Trial Function for the Hydrogen Atom: A Simple, Elegant 

Exercise. J. Chem. Educ. 88, 1521–1524 (2011). 

58. Hohenberg, P. & Kohn, W. Inhomogeneous Electron Gas. Phys. Rev. 136, B864–

B871 (1964). 

59. Fermi, E. Statistical method to determine some properties of atoms. Rend. Accad. Naz. 

Lincei 6, 602–607 (1927). 

60. Thomas, L. H. The calculation of atomic fields. Math. Proc. Cambridge Philos. Soc. 

23, 542 (1927). 

61. Kohn, W. & Sham, L. J. Self-Consistent Equations Including Exchange and 

Correlation Effects. Phys. Rev. 140, A1133–A1138 (1965). 

62. Becke, A. D. Density-functional exchange-energy approximation with correct 

asymptotic behavior. Phys. Rev. A 38, 3098–3100 (1988). 

63. Perdew, J. P. Density-functional approximation for the correlation energy of the 

inhomogeneous electron gas. Phys. Rev. B 33, 8822–8824 (1986). 

64. Becke, A. D. Density‐functional thermochemistry. III. The role of exact exchange. J. 

Chem. Phys. 98, 5648–5652 (1993). 

65. Perdew, J. P., Kurth, S., Zupan, A. & Blaha, P. Accurate density functional with 

correct formal properties: A step beyond the generalized gradient approximation. 

Phys. Rev. Lett. 82, 2544–2547 (1999). 

66. Perdew, J. P., Tao, J., Staroverov, V. N. & Scuseria, G. E. Meta-generalized gradient 

approximation: Explanation of a realistic nonempirical density functional. J. Chem. 

Phys. 120, 6898–6911 (2004). 

67. Jensen, K. P. Bioinorganic chemistry modeled with the TPSSh density functional. 

Inorg. Chem. 47, 10357–10365 (2008). 

68. Noodleman, L., Peng, C. Y., Case, D. A. & Mouesca, J. M. Orbital interactions, 

electron delocalization and spin coupling in iron-sulfur clusters. Coord. Chem. Rev. 

144, 199–244 (1995). 



78 

69. Sharma, S., Sivalingam, K., Neese, F. & Chan, G. K. L. Low-energy spectrum of iron-

sulfur clusters directly from many-particle quantum mechanics. Nat. Chem. 6, 927–

933 (2014). 

70. Senn, H. M. & Thiel, W. QM/MM Methods for Biological Systems. in Atomistic 

Approaches in Modern Biology 268, 173–290 (Springer Berlin Heidelberg, 2007). 

71. Sherwood, P. De Vries, A. H., Guest, M. F., Schreckenbach, G., Catlow, C. R. A., 

French, S. A., Sokol, A. A., Bromley, S. T., Thiel, W., Turner, A. J., Billeter, S., 

Terstegen, F., Thiel, S., Kendrick, J., Rogers, S. C., Casci, J., Watson, M., King, F., 

Karlsen, E., Sjøvoll, M., Fahmi, A., Schäfer, A. & Lennartz, C. QUASI: A general 

purpose implementation of the QM/MM approach and its application to problems in 

catalysis. J. Mol. Struct. THEOCHEM 632, 1–28 (2003). 

72. Ahmadi, S. Barrios, H. L., Chehelamirani, M., Hostaš, J., Jalife, S. & Salahub, D. R. 

Multiscale modeling of enzymes: QM-cluster, QM/MM, and QM/MM/MD: A 

tutorial review. Int. J. Quantum Chem. e25558 (2018). doi:10.1002/qua.25558 

73. Van Der Kamp, M. W. & Mulholland, A. J. Combined quantum mechanics/molecular 

mechanics (QM/MM) methods in computational enzymology. Biochemistry 52, 

2708–2728 (2013). 

74. Xie, H. J., Wu, R. B., Zhou, Z. H. & Cao, Z. X. Exploring the interstitial atom in the 

FeMo cofactor of nitrogenase: Insights from QM and QM/MM calculations. J. Phys. 

Chem. B 112, 11435–11439 (2008). 

75. Abraham, M. J., Murtola, T., Schulz, R., Páll, S., Smith, J. C., Hess, B. & Lindah, E. 

Gromacs: High performance molecular simulations through multi-level parallelism 

from laptops to supercomputers. SoftwareX 1ï2, 19–25 (2015). 

76. Pronk, S. Pronk, S., Pall, S., Schulz, R., Larsson, P., Bjelkmar, P., Apostolov, R., 

Shirts, M. R., Smithm J. C., Kasson, P. M., van der Spoel, D., Hess, B. & Lindahl, E.  

GROMACS 4.5: a high-throughput and highly parallel open source molecular 

simulation toolkit. Bioinformatics 29, 845–854 (2013). 

77. Hess, B., Kutzner, C., Van Der Spoel, D. & Lindahl, E. GRGMACS 4: Algorithms 

for highly efficient, load-balanced, and scalable molecular simulation. J. Chem. 

Theory Comput. 4, 435–447 (2008). 

78. Bennett, D. W., Grubisha, D. S., Cremer, S. E. & Peterson, A. C. Crystal and 

molecular structure of trans-(tricarbonyl)bis(trans-2,2,3,4,4-pentamethyl-1-

phenylphosphetane)iron. J. Crystallogr. Spectrosc. Res. 22, 83–90 (1992). 

79. Schäfer, A., Horn, H. & Ahlrichs, R. Fully optimized contracted Gaussian basis sets 

for atoms Li to Kr. J. Chem. Phys. 97, 2571–2577 (1992). 

80. Schäfer, A., Huber, C. & Ahlrichs, R. Fully optimized contracted Gaussian basis sets 

of triple zeta valence quality for atoms Li to Kr. J. Chem. Phys. 100, 5829–5835 

(1994). 

81. Weigend, F. & Ahlrichs, R. Balanced basis sets of split valence, triple zeta valence 



79 

and quadruple zeta valence quality for H to Rn: Design and assessment of accuracy. 

Phys. Chem. Chem. Phys. 7, 3297 (2005). 

82. Chang, C. H. & Kim, K. Density Functional Theory Calculation of Bonding and 

Charge Parameters for Molecular Dynamics Studies on [FeFe] Hydrogenases. J. 

Chem. Theory Comput. 5, 1137–1145 (2009). 

83. Wright, L. B., Rodger, P. M. & Walsh, T. R. Aqueous citrate: a first-principles and 

force-field molecular dynamics study. RSC Adv. 3, 16399 (2013). 

84. Humphrey, W., Dalke, A. & Schulten, K. VMD: Visual molecular dynamics. J. Mol. 

Graph. 14, 33–38 (1996). 

85. Metz, S., Kästner, J., Sokol, A. A., Keal, T. W. & Sherwood, P. ChemShell-a modular 

software package for QM/MM simulations. Wiley Interdiscip. Rev. Comput. Mol. Sci. 

4, 101–110 (2014). 

86. Neese, F. The ORCA program system. Wiley Interdiscip. Rev. Mol. Sci. 2, 73–78 

(2012). 

87. Smith, W. & Forester, T. R. DL_POLY_2.0: A general-purpose parallel molecular 

dynamics simulation package. J. Mol. Graph. 14, 136–141 (1996). 

88. Grotendorst, J. Modern Methods and Algorithms of Quantum Chemistry: 

Proceedings. ... (John-von-Neumann-Inst. for Computing, 2000). 

89. Neese, F., Wennmohs, F., Hansen, A. & Becker, U. Efficient, approximate and 

parallel Hartree-Fock and hybrid DFT calculations. A ‘chain-of-spheres’ algorithm 

for the Hartree-Fock exchange. Chem. Phys. 356, 98–109 (2009). 

90. Izsák, R. & Neese, F. An overlap fitted chain of spheres exchange method. J. Chem. 

Phys. 135, 144105 (2011). 

91. Grimme, S., Antony, J., Ehrlich, S. & Krieg, H. A consistent and accurate ab initio 

parametrization of density functional dispersion correction (DFT-D) for the 94 

elements H-Pu. J. Chem. Phys. 132, 154104 (2010). 

92. Grimme, S., Ehrlich, S. & Goerigk, L. Effect of the damping function in dispersion 

corrected density functional theory. J. Comput. Chem. 32, 1456–1465 (2011). 

93. van Wüllen, C. Molecular density functional calculations in the regular relativistic 

approximation: Method, application to coinage metal diatomics, hydrides, fluorides 

and chlorides, and comparison with first-order relativistic calculations. J. Chem. Phys. 

109, 392–399 (1998). 

94. van Lenthe, E., van Leeuwen, R., Baerends, E. J. & Snijders, J. G. Relativistic regular 

two-component Hamiltonians. Int. J. Quantum Chem. 57, 281–293 (1996). 

95. Pantazis, D. A., Chen, X.-Y., Landis, C. R. & Neese, F. All-Electron Scalar 

Relativistic Basis Sets for Third-Row Transition Metal Atoms. J. Chem. Theory 

Comput. 4, 908–919 (2008). 



80 

96. Reed, A. E., Weinstock, R. B. & Weinhold, F. Natural population analysis. J. Chem. 

Phys. 83, 735–746 (1985). 

97. Bjornsson, R., Neese, F. & DeBeer, S. Revisiting the Mössbauer Isomer Shifts of the 

FeMoco Cluster of Nitrogenase and the Cofactor Charge. Inorg. Chem. 56, 1470–

1477 (2017). 

98. Burgess, B. K. The iron-molybdenum cofactor of nitrogenase. Chem. Rev. 90, 1377–

1406 (1990). 

99. Hedman, B. Frank, P., Roe, A. L., Gheller, S. F., Newton, W. E. & Hodgson, K. O. 

New Structural Insights into the Iron-Molybdenum Cofactor from Azotobacter 

vinelandii Nitrogenase through Sulfur K and Molybdenum L X-ray Absorption Edge 

Studies. J. Am. Chem. Soc. 110, 3798–3805 (1988). 

100. Cramer, S. P., Hodgson, K. O., Gillum, W. O. & Mortenson, L. E. The molybdenum 

site of nitrogenase. Preliminary structural evidence from x-ray absorption 

spectroscopy. J. Am. Chem. Soc. 100, 3398–3407 (1978). 

101. Cramer, S. P. Gillum, W. O., Hodgson, K. O., Mortenson, L. E., Stiefel, E. I., Chisnell, 

J. R., Brill, W. J. & Shah, V. K. The molybdenum site of nitrogenase. 2. A 

comparative study of molybdenum-iron proteins and the iron-molybdenum cofactor 

by x-ray absorption spectroscopy. J. Am. Chem. Soc. 100, 3814–3819 (1978). 

102. True, A. E., McLean, P., Nelson, M. J., Orme-Johnson, W. H. & Hoffman, B. M. 

Comparison of wild-type and nifV mutant molybdenum-iron proteins of nitrogenase 

from Klebsiella pneumoniae by ENDOR spectroscopy. J. Am. Chem. Soc. 112, 651–

657 (1990). 

103. Yang, S. S., Pan, W. H., Friesen, G. D., Burgess B. K., Corbin, J. L., Stiefel, E. I. & 

Newton, W. E. Iron-molybdenum cofactor from nitrogenase. Modified extraction 

methods as probes for composition. J. Biol. Chem. 257, 8042–8048 (1982). 

104. Wink, D. A., McLean, P. A., Hickman, A. B. & Orme-Johnson, W. H. A New Method 

for Extraction of Iron-Molybdenum Cofactor (FeMoco) from Nitrogenase Adsorbed 

to DEAE-cellulose. 2. Solubilization of FeMoco in a Wide Range of Organic 

Solvents. Biochemistry 28, 9407–9412 (1989). 

105. Huang, H. Q., Kofford, M., Simpson, F. B. & Watt, G. D. Purification, composition, 

charge, and molecular weight of the FeMo cofactor from azotobacter vinelandii 

nitrogenase. J. Inorg. Biochem. 52, 59–75 (1993). 

106. Dance, I. The consequences of an interstitial N atom in the FeMo cofactor of 

nitrogenase. Chem. Commun. (Camb). 324–5 (2003). doi:10.1039/b211036a 

107. Dance, I. The correlation of redox potential, HOMO energy, and oxidation state in 

metal sulfide clusters and its application to determine the redox level of the FeMo-co 

active-site cluster of nitrogenase. Inorg. Chem. 45, 5084–5091 (2006). 

108. Lovell, T., Li, J., Liu, T., Case, D. A. & Noodleman, L. FeMo Cofactor of 

Nitrogenase: A Density Functional Study of States M N , M OX , M R , and M I. J. 



81 

Am. Chem. Soc. 123, 12392–12410 (2001). 

109. Spatzal, T. Schlesier, J., Burger, E., Sippel, D., Zhang, L., Andrade, S. L. A., Rees, 

D. C. & Einsle, O.  Nitrogenase FeMoco investigated by spatially resolved anomalous 

dispersion refinement. Nat. Commun. 1–7 (2016). doi:10.1038/ncomms10902 

110. Lovell, T., Li, J., Case, D. A. & Noodleman, L. FeMo cofactor of nitrogenase: 

energetics and local interactions in the protein environment. JBIC J. Biol. Inorg. 

Chem. 7, 735–749 (2002). 

111. Lukoyanov, D., Pelmenschikov, V., Maeser, N., Laryukhin, M., Tran, C. Y., 

Noodleman, L., Dean, D. R., Case, D. A., Seefeldt, L. C. & Hoffman, B. M.  Testing 

if the interstitial atom, X, of the nitrogenase molybdenum-iron cofactor is N or C: 

ENDOR, ESEEM, and DFT studies of the S = 3/2 resting state in multiple 

environments. Inorg. Chem. 46, 11437–11449 (2007). 

112. Þórhallsson, A. Þ. New insight into the formation of ammonia in nitrogenase. 

(University of Iceland, 2016). 

113. Durrant, M. C., Francis, A., Lowe, D. J., Newton, W. E. & Fisher, K. Evidence for a 

dynamic role for homocitrate during nitrogen fixation: the effect of substitution at the 

α-Lys 426 position in MoFe-protein of Azotobacter vinelandii. Biochem. J. 397, 261–

270 (2006). 

114. Pickett, C. J. The Chatt cycle and the mechanism of enzymic reduction of molecular 

nitrogen. J. Bioinorg. Chem. 1, 601–606 (1996). 

115. Kästner, J. & Blöchl, P. E. Ammonia Production at the FeMo Cofactor of 

Nitrogenase: Results from Density Functional Theory. J. Am. Chem. Soc. 129, 2998–

3006 (2007). 

116. Cao, L., Caldararu, O. & Ryde, U. Protonation States of Homocitrate and Nearby 

Residues in Nitrogenase Studied by Computational Methods and Quantum 

Refinement. J. Phys. Chem. B 121, 8242–8262 (2017). 

117. Benediktsson, B. & Bjornsson, R. QM/MM Study of the Nitrogenase MoFe Protein 

Resting State: Broken-Symmetry States, Protonation States, and QM Region 

Convergence in the FeMoco Active Site. Inorg. Chem. 56, 13417–13429 (2017). 

118. Benediktsson, B. Understanding Nitrogenase: A Computational Model of the MoFe 

Protein from Azotobacter vinelandii. (University of Iceland, 2015). 

119. Olsson, M. H. M., Søndergaard, C. R., Rostkowski, M. & Jensen, J. H. PROPKA3: 

Consistent Treatment of Internal and Surface Residues in Empirical pKa Predictions 

BT - Journal of Chemical Theory and Computation. J. Chem. Theory Comput. 7, 525–

537 (2011). 

120. Li, H., Robertson, A. D. & Jensen, J. H. Very fast empirical prediction and 

rationalization of protein pK a values. Proteins Struct. Funct. Genet. 61, 704–721 

(2005). 



82 

121. Swope, W. C., Andersen, H. C., Berens, P. H. & Wilson, K. R. A computer simulation 

method for the calculation of equilibrium constants for the formation of physical 

clusters of molecules: Application to small water clusters. J. Chem. Phys. 76, 637–

649 (1982). 

122. Hess, B. P-LINCS: A parallel linear constraint solver for molecular simulation. J. 

Chem. Theory Comput. 4, 116–122 (2008). 

123. Hess, B., Bekker, H., Berendsen, H. J. C. & Fraaije, J. G. E. M. LINCS: A Linear 

Constraint Solver for molecular simulations. J. Comput. Chem. 18, 1463–1472 

(1997). 

124. Nosé, S. A unified formulation of the constant temperature molecular dynamics 

methods. J. Chem. Phys. 81, 511–519 (1984). 

125. Nosé, S. A molecular dynamics method for simulations in the canonical ensemble. 

Mol. Phys. 52, 255–268 (1984). 

126. Pipek, J. & Mezey, P. G. A fast intrinsic localization procedure applicable for ab initio 

and semiempirical linear combination of atomic orbital wave functions. J. Chem. 

Phys. 90, 4916–4926 (1989). 

127. Grönberg, K. L. C., Gormal, C. A., Durrant, M. C., Smith, B. E. & Henderson, R. A. 

Why R-homocitrate is essential to the reactivity of FeMo-cofactor of nitrogenase: 

Studies on NifV--extracted FeMo-cofactor. J. Am. Chem. Soc. 120, 10613–10621 

(1998). 

128. Madden, M. S., Paustian, T. D., Ludden, P. W. & Shah, V. K. Effects of homocitrate, 

homocitrate lactone, and fluorohomocitrate on nitrogenase in NifV- mutants of 

Azotobacter vinelandii. J. Bacteriol. 173, 5403–5405 (1991). 

129. Imperial, J., Hoover, T. R., Madden, M. S., Ludden, P. W. & Shah, V. K. Substrate 

Reduction Properties of Dinitrogenase Activated in Vitro Are Dependent upon the 

Presence of Homocitrate or Its Analogues during Iron–Molybdenum Cofactor 

Synthesis. Biochemistry 28, 7796–7799 (1989). 

130. Mayer, S. M., Gormal, C. A., Smith, B. E. & Lawson, D. M. Crystallographic analysis 

of the MoFe protein of nitrogenase from a nifV mutant of Klebsiella pneumoniae 

identifies citrate as a ligand to the molybdenum of iron molybdenum cofactor 

(FeMoco). J. Biol. Chem. 277, 35263–35266 (2002). 

131. Langkilde, A. Kristensen, S. M., Lo Leggio, L., Mølgaard, A., Jensen, J. H., Houk, 

A. R., Navarro Pulsen, J. C., Kauppinen, S. & Larsen S. Short strong hydrogen bonds 

in proteins: A case study of rhamnogalacturonan acetylesterase. Acta Crystallogr. 

Sect. D Biol. Crystallogr. 64, 851–863 (2008). 

132. Yang, K. Y., Haynes, C. A., Spatzal, T., Rees, D. C. & Howard, J. B. Turnover-

dependent inactivation of the nitrogenase MoFe-protein at high pH. Biochemistry 53, 

333–343 (2014). 

133. Morrison, C. N., Spatzal, T. & Rees, D. C. Reversible Protonated Resting State of the 



83 

Nitrogenase Active Site. J. Am. Chem. Soc. 139, 10856–10862 (2017). 

134. Hallmen, P. P. & Kästner, J. N2 binding to the FeMo-cofactor of nitrogenase. 

Zeitschrift fur Anorg. und Allg. Chemie 641, 118–122 (2015). 

135. Hu, L., Söderhjelm, P. & Ryde, U. On the convergence of QM/MM energies. J. Chem. 

Theory Comput. 7, 761–777 (2011). 

136. Cao, L. & Ryde, U. Influence of the protein and DFT methods on the broken-

symmetry and spin states in nitrogenase. Chem. - A Eur. J. submitted, 1–16 (2017). 

137. Lee, C. C., Hu, Y. & Ribbe, M. W. Vanadium Nitrogenase Reduces CO. Science. 329, 

642–642 (2010). 

138. Eady, R. R., Richardson, T. H., Miller, R. W., Hawkins, M. & Lowe, D. J. The 

vanadium nitrogenase of Azotobacter chroococcum. Purification and properties of the 

Fe protein. Biochem. J. 256, 189–196 (1988). 

139. Eady, R. R. Current status of structure function relationships of vanadium nitrogenase. 

Coord. Chem. Rev. 237, 23–30 (2003). 

140. Kovacs, J. A. & Holm, R. H. Assembly of vanadium-iron-sulfur cubane clusters from 

mononuclear and linear trinuclear reactants. J. Am. Chem. Soc. 108, 340–341 (1986). 

141. George, G. N., Coyle, C. L., Hales, B. J. & Cramer, S. P. X-ray Absorption of 

Azotobacter vinelandii Vanadium Nitrogenase. J. Am. Chem. Soc. 110, 4057–4059 

(1988). 

142. Arber, J. M. Dobson, B. R., Eady, R. R., Stevens, P., Hasnain, S. S., Garner, C. D. & 

Smith, B. E. Vanadium K-edge X-ray absorption spectroscopy of the VFe protein of 

the vanadium nitrogenase of Azotobacter chroococcum. Nature 325, 372–374 (1987). 

143. Rees, J. A. Bjornsson, R., Kowalska, J. K., Lima, F. A., Schlesier, J., Sippel, D., 

Weyhermüller, T., Einsle, O., Kovacs, J. A. & DeBeer, S. Comparative electronic 

structures of nitrogenase FeMoco and FeVco. Dalt. Trans. 46, 2445–2455 (2017). 

144. Lee, C. C., Hu, Y. & Ribbe, M. W. Unique features of the nitrogenase VFe protein 

from Azotobacter vinelandii. Proc. Natl. Acad. Sci. 106, 9209–9214 (2009). 

145. Ravi, N., Moore, V., Lloyd, S. G., Hales, B. J. & Huynh, B. H. Mössbauer 

characterization of the metal clusters in Azotobacter vinelandii nitrogenase VFe 

protein. J. Biol. Chem. 269, 20920–4 (1994). 

146. Kowalska, J. & DeBeer, S. The role of X-ray spectroscopy in understanding the 

geometric and electronic structure of nitrogenase. Biochim. Biophys. Acta - Mol. Cell 

Res. 1853, 1406–1415 (2015). 

147. Delgado-Jaime, M. U., Debeer, S. & Bauer, M. Valence-to-core X-ray emission 

spectroscopy of iron-carbonyl complexes: Implications for the examination of 

catalytic intermediates. Chem. - A Eur. J. 19, 15888–15897 (2013). 



84 

148. Pollock, C. J., Delgado-Jaime, M. U., Atanasov, M., Neese, F. & Debeer, S. Kβ 

mainline X-ray emission spectroscopy as an experimental probe of metal-ligand 

covalency. J. Am. Chem. Soc. 136, 9453–9463 (2014). 

149. Lee, N., Petrenko, T., Bergmann, U., Neese, F. & DeBeer, S. Probing Valence Orbital 

Composition with Iron Kβ X-ray Emission Spectroscopy. J. Am. Chem. Soc. 132, 

9715–9727 (2010). 

150. Hoffman, B. M., Lukoyanov, D., Yang, Z. Y., Dean, D. R. & Seefeldt, L. C. 

Mechanism of nitrogen fixation by nitrogenase: the next stage. Chem Rev 114, 4041–

4062 (2014). 

151. Neese, F. The Yandulov/Schrock cycle and the nitrogenase reaction: Pathways of 

nitrogen fixation studied by density functional theory. Angew. Chemie - Int. Ed. 45, 

196–199 (2005). 

152. Hinnemann, B. & Nørskov, J. K. Chemical Activity of the Nitrogenase FeMo 

Cofactor with a Central Nitrogen Ligand: Density Functional Study. J. Am. Chem. 

Soc. 126, 3920–3927 (2004). 

153. Benediktsson, B., Thorhallsson, A. T. & Bjornsson, R. QM/MM calculations reveal a 

bridging hydroxo group in a vanadium nitrogenase crystal structure. Chem. Commun. 

(2018). doi:10.1039/C8CC03793K 

154. Strange, R. W., Ellis, M. & Hasnain, S. S. Atomic resolution crystallography and 

XAFS. Coord. Chem. Rev. 249, 197–208 (2005). 

155. Burger, E. M., Andrade, S. L. A. & Einsle, O. Active sites without restraints: High-

resolution analysis of metal cofactors. Curr. Opin. Struct. Biol. 35, 32–40 (2015). 

156. Lubitz, W., Ogata, H., Rüdiger, O. & Reijerse, E. Hydrogenases. Chem. Rev. 114, 

4081–4148 (2014). 

157. Carepo, M. Tierney, D. L., Brondino, C. D., Yang, T. C., Pamplona, A., Telser, J., 

Moura, J. J. G. & Hoffman, B. M. 17O ENDOR detection of a solvent-derived Ni-

(OHx)-Fe bridge that is lost upon activation of the hydrogenase from Desulfovibrio 

gigas. J. Am. Chem. Soc. 124, 281–286 (2002). 

158. Spatzal, T., Perez, K. A., Howard, J. B. & Rees, D. C. Catalysis-dependent selenium 

incorporation and migration in the nitrogenase active site iron-molybdenum cofactor. 

Elife 4, 1–11 (2015). 

159. George, S. J., Ashby, G. A., Wharton, C. W. & Thorneley, R. N. F. Time-Resolved 

Binding of Carbon Monoxide to Nitrogenase Monitored by Stopped-Flow Infrared 

Spectroscopy. J. Am. Chem. Soc. 119, 6450–6451 (1997). 

160. Pollock, R. C., Lee, H., Cameron, L. M., DeRose, V. J., Hales, B. J., Orme-Johnson, 

W. H. & Hoffman, B. Investigation of CO bound to inhibited forms of nitrogenase 

MoFe protein by 13C ENDOR. J. Am. Chem. Soc. 117, 8686–8687 (1995). 

161. Davis, L. C., Henzl, M. T., Burris, R. H. & Orme-Johnson, W. H. Iron-sulfur clusters 



85 

in the molybdenum-iron protein component of nitrogenase. Electron paramagnetic 

resonance of the carbon monoxide inhibited state. Biochemistry 18, 4860–4869 

(1979). 

162. Dance, I. Mechanisms of the S/CO/Se interchange reactions at FeMo-co, the active 

site cluster of nitrogenase. Dalt. Trans. 45, 14285–14300 (2016). 

163. Scott, A. D., Pelmenschikov, V., Guo, Y., Yan, L., Wang, H., George, S. J., Dapper, 

C. H., Newton, W. E., Yoda, Y., Tanaka, T. & Cramer, S. P. Structural 

Characterization of CO-Inhibited Mo-Nitrogenase by Combined Application of 

Nuclear Resonance Vibrational Spectroscopy, Extended X-ray Absorption Fine 

Structure, and Density Functional Theory: New Insights into the Effects of CO 

Binding and the Role of the Interstitial Atom. J. Am. Chem. Soc. 136, 15942–15954 

(2014). 

164. Justice, A. K., Rauchfuss, T. B. & Wilson, S. R. Unsaturated, mixed-valence diiron 

dithiolate model for the Hox state of the [FeFe] hydrogenase. Angew. Chemie - Int. 

Ed. 46, 6152–6154 (2007). 

165. Lee, S. C., Lo, W. & Holm, R. H. Developments in the biomimetic chemistry of 

cubane-type and higher nuclearity iron-sulfur clusters. Chem. Rev. 114, 3579–3600 

(2014). 

166. Mascharak, P. K., Armstrong, W. H., Mizobe, Y. & Holm, R. H. Single cubane-type 

MFe3S4 clusters (M = Mo, W): Synthesis and properties of oxidized and reduced 

forms and the structure of (Et4N)3[MoFe3S4(S-p-C 6H4Cl)4(3,6-(C3H5) 

2C6H2O2)]. J. Am. Chem. Soc. 105, 475–483 (1983). 

167. Mascharak, P. K. Papaefthymiou, G. C., Armstrong, W. H., Foner, S., Frankel, R. B. 

& Holm, R. H. Electronic properties of single- and double-MoFe3S4 cubane-type 

clusters. Inorg. Chem. 22, 2851–2858 (1983). 

168. Cook, M. & Karplus, M. Electronic structure of the MoFe3S4(SH)3−6 ion: A broken-

symmetry metal–sulfur cluster. J. Chem. Phys. 83, 6344 (1985). 

169. Lima, F. A., Bjornsson, R., Weyhermüller, T., Chandrasekaran, P., Glatzel, P., Neese, 

F. & DeBeer, S. High-resolution molybdenum K-edge X-ray absorption spectroscopy 

analyzed with time-dependent density functional theory. Phys. Chem. Chem. Phys. 

15, 20911 (2013). 

170. Lee, C., Yang, W. & Parr, R. G. Development of the Colle-Salvetti correlation-energy 

formula into a functional of the electron density. Phys. Rev. B 37, 785–789 (1988). 

171. Vosko, S. H., Wilk, L. & Nusair, M. Accurate spin-dependent electron liquid 

correlation energies for local spin density calculations: a critical analysis. Can. J. 

Phys. 58, 1200–1211 (1980). 

172. Stephens, P. J., Devlin, F. J., Chabalowski, C. F. & Frisch, M. J. Ab Initio Calculation 

of Vibrational Absorption and Circular Dichroism Spectra Using Density Functional 

Force Fields. J. Phys. Chem. 98, 11623–11627 (1994). 



86 

173. Han, J., Huang, M. & Coucouvanis, D. New heteronuclear Mo/Fe/S clusters. The 

syntheses and structures of (Cl4-cat)Mo(PEt3)Fe3S4(SPEt3)2Cl and (Cl4-

cat)2MoFe2S2(PEt3)2(CO)4 clusters. Polyhedron 21, 2523–2530 (2002). 

174. Fomitchev, D. V., McLauchlan, C. C. & Holm, R. H. Heterometal cubane-type 

MFe3S4clusters (M = Mo, V) trigonally symmetrized with 

hydrotris(pyrazolyl)borate(1-) and tris(pyrazolyl)methanesulfonate(1-) capping 

ligands. Inorg. Chem. 41, 958–966 (2002). 

 

 



87 

Appendix A: Figures of increased QM 

region 

Included residues are mostly the sidechains of the residues, e.g. the inclusion of His442A 

refers to the methyleneimadazole group of His442A, except when mentioned otherwise.

 

Figure 29: Minimal QM region, 54QM atoms. Contains Cys275A, His442A, homocitrate 

and FeMoco. 
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Figure 30: 103 QM atom model. contains FeMoco, Arg96A, Gln191A, His195A, Cys275A, 

Arg359A, Glu380A and His442A. 

 

 

Figure 31: 127QM atom model. contains FeMoco, Val70A, Arg96A, Gln191A, His195A, 

Cys275A, Arg359A, Glu380A, Phe381A and His442A. 
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Figure 32: 154QM atom model: contains FeMoco, Val70A, Arg96A, Gln191A, His195A, 

Cys275A, Arg359A, Glu380A, Phe381A, His442A and 9 water molecules. 

 

 

Figure 33: 198QM atom model: contains FeMoco, Val70A, Arg96A, Gln191A, His195A, 

increased Cys275A, Arg359A, Glu380A, Phe381A, Lys426A, Glu427A, His442A and 10 

water molecules. 
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Figure 34: 247QM atom model: contains FeMoco, Val70A, Arg96A, Gln191A, His195A, 

increased Cys275A, increased Arg359A, Glu380A, Phe381A, Lys426A, Glu427A, His442A, 

the chain part of Tyr354A-Ile355A-Gly356A-Gly357A-Val358A-Arg359A, the peptide chain 

part of Gly424B-425IleB and 10 water molecules. 

 

Figure 35: 282QM atom model: contains FeMoco, Val70A, Arg96A, Gln191A, Ser192A, 

His195A, increased Cys275A, Arg277A, Tyr281A, Arg359A, Glu380A, Phe381A, Lys426A, 

Glu427A, His442A, the peptide chain part of Tyr354A-Ile355A-Gly356A-Gly357A-

Val358A-Arg359A, the chain part of Gly424B-425IleB and 10 water molecules. 
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Figure 36: 335QM atom model: contains FeMoco, Val70A, Arg96A, Gln191A, Ser192A, 

His195A, Asp228A, Asp234A, His274A, increased Cys275A, Arg277A, Tyr281A, Arg359A, 

Glu380A, Phe381A, Lys426A, Glu427A, His442A, His451A, the peptide chain part of 

Tyr354A-Ile355A-Gly356A-Gly357A-Val358A-Arg359A, the peptide chain part of 

Gly424B-425IleB and 16 water molecules. 
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Figure 37: 367QM atom model: contains FeMoco, Val70A, Arg96A, Gln191A, Ser192A, 

His195A, Asp228A, Asp234A, His274A, increased Cys275A, Arg277A, Tyr281A, Arg359A, 

Glu380A, Phe381A, Lys426A, Glu427A, His442A, His451A, the peptide chain part of 

Tyr354A-Ile355A-Gly356A-Gly357A-Val358A-Arg359A, the peptide chain part of 

Gly424B-425IleB and 24 water molecules. 
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Appendix B: Figures of localized 

orbitals 

Localized orbitals were calculated using the Pipek-Mezey approach on the MS=3/2 BS7-235 

broken-symmetry solution of the QM/MM optimized geometries. The MM pointcharges 

were included in all calculations. The TPSSh functional was used as before. 

 

Supportin Material Figure 1: Localized orbitals of the electrons involved in the mixed-

valence ferromagnetic pairs in FeMoco using 54 atom QM region. 
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Supportin Material Figure 2: Localized orbitals of the electrons involved in the mixed-

valence ferromagnetic pairs in FeMoco using 367 atom QM region. 

  



95 

 

Appendix C: Important distances 

concerning model preparations 

 

Table 21: Important distances  

 
3U7Q-ave [MoFe7S9C]+ [MoFe7S9C]- [MoFe7S9C]3- BS7-235 [MoFe7S9C]- BS7-247 [MoFe7S9C]- BS7-346 [MoFe7S9C]- 

Fe1-Fe2 2.67 2.68 2.67 2.66 2.65 2.63 2.67 

Fe1-Fe3 2.67 2.65 2.63 2.67 2.64 2.67 2.64 

Fe1-Fe4 2.66 2.80 2.64 2.75 2.65 2.65 2.66 
Mo-Fe5 2.73 2.70 2.72 2.77 2.71 2.64 2.64 

Mo-Fe6 2.67 2.64 2.66 2.84 2.65 2.64 2.71 

Mo-Fe7 2.68 2.62 2.61 2.62 2.62 2.69 2.61 

Fe2-Fe3 2.67 2.82 2.66 2.64 2.65 2.64 2.64 

Fe2-Fe4 2.65 2.64 2.62 2.64 2.63 2.64 2.63 
Fe3-Fe4 2.64 2.64 2.62 2.64 2.62 2.61 2.59 

Fe5-Fe6 2.63 2.62 2.63 2.66 2.63 2.57 2.63 

Fe5-Fe7 2.63 2.64 2.64 2.66 2.61 2.62 2.56 
Fe6-Fe7 2.60 2.53 2.56 2.55 2.56 2.61 2.61 

Fe1-Mo 7.00 6.96 6.96 7.10 6.96 6.96 6.97 

Fe1-C 3.54 3.44 3.46 3.52 3.46 3.46 3.49 
Mo-C 3.46 3.52 3.50 3.58 3.50 3.50 3.49 

Fe2-Fe6 2.58 2.56 2.59 2.60 2.59 2.58 2.57 

Fe3-Fe7 2.58 2.57 2.58 2.62 2.60 2.58 2.59 

Fe4-Fe5 2.61 2.57 2.60 2.59 2.60 2.62 2.63 

C-Fe2 2.01 2.00 1.99 2.01 1.99 1.99 1.98 

C-Fe3 1.99 2.01 2.01 2.02 2.01 1.99 2.00 
C-Fe4 2.00 1.95 1.99 1.98 1.98 2.00 2.00 

C-Fe5 2.01 2.02 1.98 1.99 1.97 1.99 1.99 

C-Fe6 2.01 2.01 2.00 1.99 2.00 2.00 1.98 
C-Fe7 1.99 2.00 2.00 2.01 1.99 1.98 1.98 

Mo-Oalk 2.17 2.09 2.17 2.20 2.17 2.16 2.17 

Mo-Ocarbox 2.21 2.13 2.20 2.25 2.20 2.22 2.21 
Mo-NHis 2.34 2.26 2.27 2.25 2.28 2.28 2.27 

Fe1-SCys 2.27 2.21 2.27 2.25 2.28 2.26 2.27 
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Appendix D: Variation of metal-metal 

distances in MoFe crystal structures 

 

Table 22: Variation of metal-metal distances found in MoFe crystal structures. The color 

coded runs from red >0.1 and <-0.1 whereas green is 0.0 

Resolution: 1.00 1.16 1.16 1.16 1.16 1.43 2.00 2.00 2.00 1.08 1.08 QM/MM 

Structure: 3U7Q B 1M1N A 1M1N B 1M1N C 1M1N D 4TKU A 4TKU B 4WNA A 4WNA B 4WES A 4WES B  

Fe1_Fe2 -0.01 0.00 0.01 -0.01 0.00 -0.01 0.00 -0.02 0.00 0.01 0.00 0.02 

Fe1_Fe3 0.01 0.00 0.01 0.00 0.00 0.00 0.00 0.00 -0.04 0.00 -0.01 0.03 

Fe1_Fe4 -0.01 0.00 0.00 -0.01 0.00 0.00 0.01 0.01 0.01 0.04 0.05 0.01 

Mo_Fe6 0.01 0.00 0.00 0.01 0.00 0.02 0.01 0.03 0.01 -0.01 -0.01 0.03 

Mo_Fe7 0.00 0.00 0.00 -0.01 -0.01 0.01 0.01 0.03 0.03 0.00 0.01 0.06 

Mo_Fe5 0.00 0.00 0.00 0.01 0.00 0.01 0.00 0.01 0.01 0.03 0.03 0.02 

Fe2-Fe3 0.00 0.00 0.01 0.00 0.01 0.01 0.01 0.01 0.02 0.00 0.00 0.02 

Fe3-Fe4 0.00 0.00 0.00 0.00 -0.01 0.00 0.00 0.01 -0.02 -0.02 -0.02 0.03 

Fe2-Fe4 0.00 0.00 0.01 0.00 0.00 0.02 0.02 0.03 0.02 0.00 0.00 0.03 

Fe6-Fe7 0.00 0.00 0.01 0.02 0.01 0.01 0.00 -0.01 0.00 0.01 0.01 0.04 

Fe5-Fe6 0.00 -0.01 0.00 0.02 0.00 0.00 -0.01 0.01 0.02 0.00 0.00 0.00 

Fe5-Fe7 0.00 0.00 0.01 0.01 0.01 0.00 -0.01 0.02 0.02 0.00 0.00 0.01 

Fe2-Fe6 0.00 0.00 0.00 0.00 0.00 0.00 -0.01 0.00 -0.01 0.00 0.00 -0.01 

Fe3-Fe7 0.00 0.03 0.03 0.03 0.03 0.03 0.03 -0.01 -0.01 0.02 0.02 0.00 

Fe4-Fe5 -0.01 -0.03 -0.04 -0.04 -0.03 -0.03 -0.03 -0.03 -0.05 0.00 0.00 -0.01 
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Appendix E: Mulliken spin population 

of [MoFe7S8C(CO)] in CO inhibited 

MoFe protein 

 

Table 23: Mulliken spin population in CO inhibited FeMoco with the TPSSh functional 

 

E0-

mult2-
BS235 

E0- 

mult2-
BS135 

E0- 

mult2-
BS136 

E0- 

mult2-
BS2467 

E0- 

mult2-
BS247 

E0- 

mult2-
BS346 

E2- 

mult2-
BS135 

E2- 

mult2-
BS136 

E2- 

mult2-
BS2467 

E2- 

mult2-
BS247 

E2- 

mult2-
BS346 

E2- 

mult2-
BS235 

Mo 0.22 -0.46 -0.27 0.47 0.26 -0.23 -0.52 -0.32 0.17 0.17 -0.31 0.05 

Fe1 3.46 -2.74 -3.30 3.58 3.57 3.31 -3.42 -3.40 3.45 3.45 3.39 3.47 

Fe2 -3.06 1.88 2.13 -1.95 -3.09 2.76 3.18 2.29 -3.06 -3.06 2.18 -3.09 

Fe3 -3.13 -3.11 -3.40 3.45 3.42 -3.47 -3.33 -3.46 3.38 3.38 -3.45 -3.19 

Fe4 3.35 2.98 3.12 -2.91 -3.09 -3.42 3.24 2.68 -3.15 -3.15 -3.41 3.33 

Fe5 -2.85 -3.11 2.93 3.16 3.12 2.72 -2.99 2.86 3.02 3.02 2.95 -2.99 

Fe6 -1.16 2.92 -2.62 -2.89 -1.29 -2.57 2.24 -1.83 -0.59 -0.59 -2.93 -0.26 

Fe7 3.12 3.02 2.79 -2.98 -2.82 2.43 3.04 2.76 -2.85 -2.85 2.83 2.93 

S1 0.12 0.01 0.02 0.08 -0.01 0.07 0.07 -0.03 -0.05 -0.05 -0.02 0.19 

S2 -0.08 -0.07 -0.07 0.24 0.14 0.09 -0.10 -0.18 0.15 0.15 -0.01 -0.08 

S3 0.10 -0.03 -0.07 0.16 0.15 -0.12 -0.09 -0.20 0.12 0.13 -0.16 0.12 

S4 -0.02 -0.01 -0.02 0.02 0.03 -0.03 0.02 0.02 0.04 0.04 -0.01 -0.04 

S5 0.04 0.15 0.01 -0.14 -0.06 -0.04 0.13 0.04 -0.06 -0.06 -0.02 0.05 

S6 0.01 0.03 0.09 -0.02 -0.01 0.07 0.02 0.08 -0.01 -0.01 0.07 0.01 

S8 0.09 0.07 0.30 -0.03 -0.06 -0.19 0.05 0.22 -0.02 -0.02 -0.12 0.03 

S9 0.03 -0.01 -0.04 0.07 0.06 -0.15 -0.02 -0.05 -0.01 -0.01 -0.07 0.03 

C4- 0.32 -0.23 -0.39 0.24 0.21 -0.20 -0.09 -0.37 0.14 0.14 -0.02 0.17 

C 0.16 -0.12 0.02 0.15 0.16 -0.06 -0.22 -0.01 0.14 0.14 0.01 0.11 

O 0.07 -0.03 -0.01 0.06 0.05 -0.07 -0.09 0.00 0.06 0.06 -0.02 0.05 
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Table 24: Mulliken spin population in CO inhibited FeMoco with the BP86 functional 

 

E0-

mult2-

BS235 

E0- 

mult2-

BS135 

E0- 

mult2-

BS136 

E0- 

mult2-

BS2467 

E0- 

mult2-

BS247 

E0- 

mult2-

BS346 

E2- 

mult2-

BS135 

E2- 

mult2-

BS136 

E2- 

mult2-

BS2467 

E2- 

mult2-

BS247 

E2- 

mult2-

BS346 

E2- 

mult2-

BS235 

Mo 0.05 -0.08 -0.27 0.02 0.02 -0.11 -0.28 -0.27 0.14 0.17 -0.14 0.12 

Fe1 2.18 -1.97 -3.30 1.86 1.86 2.20 -2.80 -2.65 2.73 3.45 2.39 2.83 

Fe2 -0.67 1.76 2.13 -0.65 -0.65 0.38 2.24 1.16 -1.56 -3.06 0.18 -1.61 

Fe3 -2.23 -1.30 -3.40 1.74 1.74 -1.62 -2.55 -2.78 2.62 3.38 -2.08 -2.41 

Fe4 1.86 2.06 3.12 -2.16 -2.16 -1.89 2.31 2.05 -2.35 -3.15 -1.96 2.65 

Fe5 -2.24 -1.95 2.93 1.95 1.95 1.34 -1.51 2.10 2.19 3.02 1.97 -2.29 

Fe6 0.17 0.57 -2.62 -0.01 -0.01 -0.57 1.49 -0.69 -0.94 -0.59 -1.64 -0.90 

Fe7 1.79 2.07 2.79 -1.94 -1.94 1.11 2.32 2.13 -2.17 -2.85 1.87 2.11 

S1 0.04 0.01 0.02 -0.04 -0.04 0.03 0.02 0.01 -0.02 -0.05 0.06 0.18 

S2 -0.07 -0.01 -0.07 0.05 0.05 0.06 -0.09 -0.09 0.14 0.15 0.04 -0.06 

S3 0.02 -0.03 -0.07 0.03 0.03 0.00 -0.08 -0.10 0.05 0.13 -0.03 0.05 

S4 -0.02 -0.01 -0.02 0.03 0.03 0.01 0.05 0.01 0.05 0.04 -0.02 -0.09 

S5 0.03 0.10 0.01 -0.01 -0.01 -0.01 0.16 0.06 -0.12 -0.06 -0.03 0.05 

S6 0.00 0.02 0.09 -0.01 -0.01 0.04 0.05 0.11 -0.01 -0.01 0.11 0.00 

S8 0.02 0.09 0.30 -0.09 -0.09 -0.09 0.06 0.25 -0.04 -0.02 -0.04 0.01 

S9 -0.07 -0.01 -0.04 0.02 0.02 -0.03 0.01 0.01 -0.04 -0.01 0.00 0.00 

C4- 0.05 -0.15 -0.39 0.03 0.03 0.04 -0.15 -0.22 0.08 0.14 0.09 0.13 

C -0.03 -0.04 0.02 0.00 0.00 -0.03 -0.11 0.00 0.11 0.14 0.08 0.10 

O -0.04 0.05 -0.01 -0.02 -0.02 -0.05 0.00 0.01 0.03 0.06 0.04 0.03 
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Appendix F: Example of ORCA input 

file for 54 QM atom region QM/MM 

model 

 

! TPSSh RIJCOSX D3BJ def2-SVP def2-SVP/J ZORA Grid5 FinalGrid6 tightscf slowconv  

 

%pointcharges "pointcharges.xyz" 

 

%xes 

CoreOrb 1,1,2,2,3,3,4,4,5,5,6,6,7,7 

OrbOp   0,1,0,1,0,1,0,1,0,1,0,1,0,1 

end 

 

%basis 

newgto Fe "ZORA-def2-TZVP" end 

newgto Mo "ZORA-def2-TZVP" end 

newgto V "ZORA-def2-TZVP" end 

newgto S "ZORA-def2-TZVP" end 

end 

 

%scf 

directresetfreq 1 

diismaxeq 20 

MaxIter 1500 

end 

 

%scf 

FlipSpin 17,18,20 

FinalMS 1.5 

end 

 

 

%coords 

  CTyp xyz 

  Charge -5 

  Mult 36 

  Units bohrs 

  coords 

C  94.2941556706 122.6901799211 198.1264922106 

H  95.2057976566 122.0225278900 196.3944560745 

H  93.0317210558 124.2522810879 197.6420514949 

S  96.7778485566 123.6596112807 200.3864109793 

C 115.5759462508 125.3114194590 188.0503696174 

H 117.1865896335 125.9668309420 186.9504588494 

H 114.1178337409 126.7660421064 187.9181618797 

N 115.2839372839 126.4344524988 192.7084004860 

C 116.4365572466 125.1299115335 190.7381526142 

C 116.8371167713 126.2781495902 194.7021096198 

H 116.5906500948 127.1333432372 196.5511776584 

N 118.8924972981 124.8986961094 194.0991995663 

H 120.4594651236 124.5900730850 195.2283502455 



102 

C 118.6839810188 124.1630741426 191.6175589394 

H 120.1209873865 123.0736401334 190.6671349562 

Mo 111.5304371530 128.5576998173 192.7027155798 

Fe  99.9748908246 125.0611170964 197.8876382435 

Fe 103.7396732585 128.3820799651 198.1252933863 

Fe 102.3991690407 126.3051747544 193.7329709561 

Fe 104.7038284657 123.6080591049 197.2210928317 

Fe 109.0489939340 124.9191270985 195.3520260702 

Fe 107.9882058491 129.7279808066 196.0976060406 

Fe 106.7321047649 127.6562996683 191.8807543441 

S 103.1325482201 125.2462439781 200.9118764825 

S  99.9592442535 128.9428728016 196.1837389291 

S 101.3361529558 122.3426348720 194.7951661032 

S 111.6610203044 127.8973089020 197.0269671036 

S 108.2889873406 131.6492775121 192.3419027252 

S 109.7617704042 124.8586051527 191.1048275570 

S 105.8954452547 131.7911428457 199.0241281561 

S 108.2334198346 121.2678035277 197.3629893352 

S 103.2546677145 127.0090334263 189.6581827599 

C 105.7793794868 126.7254119946 195.4222213540 newgto "ZORA-def2-TZVP" end 

O 114.2249125889 131.5770543401 193.2721117180 

O 112.5259438544 130.1258782293 188.9764531096 

O 113.7505193463 133.6291024342 186.8870583852 

O 114.3120499610 135.1580702789 196.3484063030 

O 115.1739522356 139.0223762611 194.7969119571 

O 122.2170867755 129.0545614708 187.7763581311 

O 122.4360561314 130.6492229650 191.7130951424 

C 114.7614223363 133.3046940417 191.2555034980 

C 113.5555362359 132.3157931969 188.8235775842 

C 113.5530707156 135.8424400507 191.9894829528 

C 114.4333420321 136.7842217098 194.5831750122 

C 117.6467049270 133.3510068183 190.8428431684 

C 118.5222025412 130.9718843500 189.4598269926 

C 121.3042582598 130.2006031351 189.6587843632 

H 114.0971190117 132.6891045631 194.8617285082 

H 117.4886069267 129.3808197006 190.2827873182 

H 118.0025273994 131.0573571735 187.4600826970 

H 118.1780860357 135.0571468936 189.7977575438 

H 118.5180247627 133.4258018518 192.7087123389 

H 111.5155152077 135.4219704233 192.1523175634 

H 113.8945812413 137.2487310103 190.5141129432 

h 114.8319711535 123.5620268436 187.2574059717 

h  93.1459123044 121.1268454100 198.8194476128 

  end 

end 


